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1.1 Introduction

Paleoclimate records play a key role in our understanding of Earth’s past and present
climate system and in our confidence in predicting future climate changes. Paleoclimate data
help to elucidate past and present active mechanisms of climate change by placing the short
instrumental record into a longer term context and by permitting models to be tested beyond the
limited time that instrumental measurements have been available.

Recent observations in the Arctic have identified large ongoing changes and important
climate feedback mechanisms that multiply the effects of global-scale climate changes. Ice is
especially important in these “Arctic amplification” processes, which also involve the ocean, the
atmosphere, and the land surface (vegetation, soils, and water). As discussed in this report,
paleoclimate data show that land and sea ice have grown with cooling temperatures and have
shrunk with warming ones, amplifying temperature changes while causing and responding to

ecosystem shifts and sea-level changes.

1.2 Major Questions and Related Findings

How have temperature and precipitation changed in the Arctic in the past? What does this tell
us about Arctic climate that can inform projections of future changes?

The Arctic has undergone dramatic changes in temperature and precipitation during the
past 65 million years (m.y.) (the Cenozoic Era) of Earth history. Arctic temperature changes
during this time exceeded global average temperature changes during both warm times and cold

times, supporting the concept of Arctic amplification.
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At the beginning of the Cenozoic Era, 65 million years ago (Ma), there was no sea ice on
the Arctic Ocean, and neither Greenland nor Antarctica supported an ice sheet. General cooling
since that time is attributed mainly to a slow decrease in greenhouse gases, especially carbon
dioxide, in the atmosphere. Ice developed during this slow, “bumpy” cooling, first as mountain
glaciers and as seasonal sea ice with the first continental ice sheet forming over Antarctica as
early as 33 Ma ago. Following a global warm period about 3.5 Ma in the middle Pliocene, when
extensive deciduous forests grew in Arctic regions now occupied by tundra, further cooling
crossed a threshold about 2.6 Ma, allowing extensive ice to develop on Arctic land areas and thus
initiating the Quaternary ice ages. This ice has responded to persistent features of Earth’s orbit
over tens of thousands of years, growing when sunshine shifted away from the Northern
Hemisphere and melting when northern sunshine returned. These changes were amplified by
feedbacks such as greenhouse-gas concentrations that rose and fell as the ice shrank and grew,
and by the greater reflection of sunshine caused by more-extensive ice. Human civilization has
developed during the most recent of the relatively warm interglacials, the Holocene (about 11.5
thousand years ago (ka) to the present). The penultimate warm interval, about130-120 ka,
received somewhat more Northern-Hemisphere summer sunshine than the Holocene owing to
differences in Earth’s orbital configuration. Because this more abundant summer sunshine
warmed the Arctic summer about 5°C above recent temperatures, the Greenland Ice Sheet was
substantially smaller than its current size and almost all glaciers melted completely at that time.

The last glacial maximum peaked at about 20 ka when the Arctic was about 20°C colder
than at present. Ice recession was well underway by 16 ka, and most of the Northern Hemisphere
ice sheets melted by 7 ka. Summer sunshine rose steadily from 20 ka to a maximum (10% higher

than at present due to the Earth’s orbit) about 11 ka ago, and has been decreasing since then. The
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extra energy received in summer in the early Holocene resulted in warmer summers throughout
the Arctic. Summer temperatures were 1°-3°C above 20th century averages, enough to
completely melt many small glaciers in the Arctic and to slightly shrink the ice sheet on
Greenland. Summer sea-ice limits were significantly less than their 20th century average. As
summer sunshine decreased in the second half of the Holocene, glaciers re-established or
advanced, and sea ice became more extensive. Late Holocene cooling reached its nadir during
the Little Ice Age (about 1250-1850 AD), when most Arctic glaciers reached their maximum
Holocene extent. The Little Ice Age temperature minimum may also have been augmented by
multiple large volcanic eruptions that |ofted areflective aerosol layer into the stratosphere at that
time. Subsequent warming during the 19" and 20" centuries has resulted in Arctic-wide glacier
recession, the northward advance of terrestrial ecosystems, and the reduction of perennial (year-
round) sea ice in the Arctic Ocean. These trends will continue if greenhouse gas concentrations
continue to increase into the future.

Paleoclimate reconstructions of Arctic temperatures compared with global temperature
changes during four key intervals during the past 4 m.y. allow a quantitative estimate of Arctic
amplification. These data suggest that Arctic temperature change is 3 to 4 times the global

average temperature change during both cold and warm departures.

How rapidly have temperature and precipitation changed in the Arctic in the past? What do

these past rates of change tell us about Arctic climate that can inform projections of future

changes?

Chapter 1 Executive Summary 4



80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

SAP 1.2 DRAFT 5 Agency Cleared

As discussed with the previous question, climate changes on numerous time scales for various
reasons, and it has always done so. In general, longer-lived changes are somewhat larger but

much slower than shorter- lived changes.

Processes linked to continental drift (plate tectonics) have affected atmospheric and oceanic
currents and the composition of the atmosphere over tens of millions of years; in the Arctic, a
global cooling trend has switched conditions from being ice-free year-round near sea level to icy
conditions more recently. Within the icy times, variations in Arctic sunshine in response to
features of Earth’s orbit have caused regular cycles of warming and cooling over tens of
thousands of years that were roughly half the size of the continental-drift-linked changes. This
“glacial-interglacial” cycling was amplified by colder times bringing reduced greenhouse gases
and greater reflection of sunlight, especially from expanded ice-covered regions. This glacial-
interglacial cycling has been punctuated by sharp-onset, sharp-end (in as little as 1-10 years)
millennial oscillations, which near the North Atlantic were roughly half as large as the glacial-
interglacial cycling but which were much smaller Arctic-wide and beyond. The current warm
period of the glacial-interglacial cycling has been influenced by cooling events from single
volcanic eruptions, slower but longer lasting changes from random fluctuations in frequency of
volcanic eruptions and from weak solar variability, and perhaps by other classes of events. Very
recently, human effects have become evident, not yet showing both size and duration that exceed
peak values of natural fluctuations further in the past, but with projections indicating that human

influences could become anomalous in size and duration and, hence, in speed.
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What does the paleoclimate record tell us about the past size of the Greenland Ice Sheet and
its implications for sea level changes?

The paleo-record shows that the Greenland Ice Sheet has consistently lost mass and
contributed to sea-level rise when the climate warmed, and has grown and contributed to sea-
level fall when the climate cooled. This occurred even at times when offsetting effects from
elsewhere in the climate system caused the net sea-level change around Greenland to be
negligible, and so these changes in the ice sheet cannot have been caused primarily by sea-level
change. In contrast, no changes in the ice sheet have been documented independent of
temperature changes. Moreover, snowfall has increased with major climate warmings, but the ice
sheet lost mass nonetheless; increased accumulation in the ice sheet center was not sufficient to
counteract increased melt and flow near the edges. Most of the documented changes (of both ice
sheet and forcings) spanned multi-millennial periods, but limited data show rapid responses to
rapid forcings have also occurred. In particular, regions near the ice margin have been observed
to respond within a few decades or less. However, major changes of the ice sheet are thought to
take centuries to millennia, and this is supported by the limited data.

The paleo-record does not yet give any strong constraints on how rapidly a near-complete loss of
the ice sheet could occur, although the paleo-data indicate that onset of shrinkage will be
essentially immediate after forcings begin. The available evidence suggests such a loss requires
a sustained warming of at least 2-7°C above mean 20th century values, but this threshold is
poorly defined. The paleo-archives are sufficiently sketchy that temporary ice sheet growth in
response to warming, or changes induced by factors other than temperature, could have occurred

without being recorded.

Chapter 1 Executive Summary 6
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What does the paleoclimate record tell us about past changes in Arctic sea ice cover, and what
implications does this have for consideration of recent and potential future changes?
Although incomplete, existing data outline the development of Arctic sea-ice cover from
the ice-free conditions of the early Cenozoic. Some data indicate that sea ice has covered at least
part of the Arctic Ocean for the last 13-14 million years, and it has been most extensive during
the last several million years in relationship with Earth’s overall cooler climate. Other data argue
against the development of perennial (year-round) sea ice until the most recent 2 — 3 million
years. Nevertheless, episodes of considerably reduced ice cover, or even a seasonally ice-free
Arctic Ocean, probably punctuated even this latter period. Warmer climates associated with the
orbitally-paced interglacials promoted these episodes of diminished ice. Ice cover in the Arctic
began to diminish in the late 19th century and this shrinkage has accelerated during the last
several decades. Shrinkages that were both similarly large and rapid have not been documented
over at least the last few thousand years, although the paleoclimatic record is sufficiently sparse
that similar events might have been missed. Orbital changes have made ice melting less likely
than during the previous millennia since the end of the last ice age, making the recent changes
especially anomalous. Improved reconstructions of sea-ice history would help clarify just how

anomalous these recent changes are.

1.3 Recommendations

Paleoclimatic data on the Arctic are generated by numerous international investigators
who study a great range of archives throughout the vast reaches of the Arctic. The value of this

diversity is evident in this report. Many of the key results of this report rest especially on the
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outcomes of community-based syntheses, including the CAPE Project, and multiply replicated,
heavily sampled archives such as the central Greenland deep ice cores. Results from the ACEX
deep coring in Arctic Ocean sediments were appearing as this report was being written. These
results are quite valuable and will become more so with synthesis and replication, including
comparison with land-based and marine records. The number of questions answered, and raised,
by this one new data set shows how sparse the data are on many aspects of Arctic paleoclimatic
change. Future research should maintain and expand the diversity of investigators,
techniques, archives, and geographic locations, while promoting development of community-
based syntheses and multiply replicated, heavily sampled archives. Only through breadth and

depth can the remaining uncertainties be reduced while confidence in the results is improved.

The questions asked of this study by the CCSP are relevant to public policy and require
answers. The answers provided here are, we hope, useful and informative. However, we
recognize that despite the contributions of many community members to this report, in many
cases a basis was not available in the refereed scientific literature to provide answers with the
accuracy and precision desired by policymakers. Future research activities in Arctic
paleoclimate should address in greater detail the policy-relevant questions motivating this

report.

Paleoclimatic data provide very clear evidence of past changes in important aspects of the
Acrctic climate system. The ice of the Greenland Ice Sheet, smaller glaciers and ice caps, the
Arctic Ocean, and in soils is shown to be vulnerable to warming, and Arctic ecosystems are

strongly affected by changing ice and climate. National and international studies generally
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project rapid warming in the future. If this warming occurs, the paleoclimatic data indicate that
ice will melt and associated impacts will follow, with implications for ecosystems and
economies. The results presented here should be utilized by science managers in the design of
monitoring, process, and model-projection studies of Arctic change and linked global

responses.
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2.1 Introduction

The U.S. Climate Change Science Program (CCSP), a consortium of Federal agencies
that investigate climate, has established a Synthesis and Assessment Program as part of its
Strategic Plan. A primary objective of the CCSP is to provide the best science-based knowledge
possible to support public discussion and government- and private-sector decisions about the
risks and opportunities associated with changes in climate and in related environmental systems
(U.S. Climate Change Science Program, 2007). The CCSP has identified an initial set of 21
Synthesis and Assessment Products (SAPs) that address the highest-priority research,
observation, and information needed to support decisions about issues related to climate change.
This assessment, SAP 1.2, focuses on the evidence for and record of past climate change in the
Acrctic. This SAP is one of 3 reports that address the climate-variability-and-change research
element and Goal 1 of the CCSP Strategic Plan to improve knowledge of the Earth’s past and
present climate and environment, including its natural variability, and improve understanding of

the causes of observed variability and change.

The development of an improved understanding of natural, long-term cycles in climate
is one of the primary goals of the climate research element and Goal 1 of the CCSP. The Arctic
region of Earth, by virtue of its sensitivity to the effects of climate change through strong climate
feedback mechanisms, has a particularly informative paleoclimate record. Because mechanisms
operating in the Arctic and at high northern latitudes are also linked to global climate
mechanisms, an examination of how Arctic climate has changed in the past is also globally

informative.
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2.2 Motivation for this Report

2.2.1 Why Does the Past Matter?

Paleoclimate records play a key role in our understanding of Earth’s past and present
climate system and in predicting future climate changes. Paleoclimate data help to elucidate past
and present active mechanisms by permitting computer-based models to be tested beyond the
short period (less than 250 years) of instrumental records. Paleo-records also provide quantitative
estimates of the magnitude of the polar amplification of (more intense response to) climate
change. These estimates can also be used to evaluate polar amplification derived from model
simulations of past and future climate changes.

This important role of paleoclimate records is recognized, for example, by inclusion of
paleoclimate as Chapter 6 of the 11-chapter Fourth Assessment Report of Working Group |
(AR4-1) of the Intergovernmental Panel on Climate Change (IPCC), and by the extensive
references to paleoclimatic data in climate change reports of the U.S. National Research Council,
such as Climate Change Science: An Analysis of Some Key Questions (Cicerone et al., 2001).

The pre-instrumental context of Earth’s climate system provided by paleodata strengthens
the interlocking web of evidence that supports scientific results regarding climate change. For
example, in considering whether fossil-fuel burning is an important contributor to the recent rise
in atmospheric carbon-dioxide concentrations, researchers must determine and quantify global
sources and sinks of carbon in Earth’s overall carbon budget. But one can also ask whether the
change of atmospheric carbon-dioxide concentrations observed in the instrumental record for the

past 100 years falls inside or outside the range of natural variability as revealed in the paleo-
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record and, if inside, whether the timing of changes in carbon dioxide levels matches any known
natural cycles that can explain them. Answers to such questions must come from paleoclimate
data, because the instrumental record is much too short to characterize the full range of natural
fluctuations.

Testing and validation of climate models requires the use of several techniques, as
described in Chapter 8 of IPCC AR4-1 (2007) The specific role of paleoclimate information is
described there: “Simulations of climate states from the more distant past allow models to be
evaluated in regimes that are significantly different from the present. Such tests complement the
‘present climate’ and “instrumental period climate’ evaluations, because 20th century climate
variations have been small compared with the anticipated future changes under forcing scenarios

derived from the IPCC Special Report on Emission Scenarios (SRES).”

2.2.2 Why the Arctic?

During the past century the planet has warmed, overall, by 0.74°C (0.56°-0.92°C)
(IPCC, 2007). Above land areas in the Arctic, air temperatures have warmed as much as 3°C
(exceeding 4°C in winter; Serreze and Francis, 2006) during the same period of time.
Instrumental records indicate that in the past 30 years, average temperatures in the Arctic have
increased at almost twice the rate of the planet as a whole. Attendant changes include reduced
sea ice, reduced glacier extent, increased coastal erosion, changes in vegetation and wildlife
habitats, and permafrost degradation. Global climate models incorporating the current trend of
increasing greenhouse gases project continued warming in the near future and a continued

amplification of global signals in the Arctic. . The sensitivity of the Arctic to changed forcing is
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due to powerful positive feedbacks in the Arctic climate system. These feedbacks produce large
effects on Arctic climate while also having significant impacts on the global climate system.
This high degree of sensitivity makes the paleoclimate history of the Arctic especially

informative when one considers the issue of modern climate change. Summaries of recent

changes in the Arctic environment (e.g., ACIA, 2005; Richter-Menge et al., 2006) are based

primarily on observations and instrumental records. This report uses paleoclimate records to

provide a longer-term context for recent Arctic warming; that context allows us to better

understand the potential for future climate changes. Paleoclimate records provide a way to

» define the range of past natural variability in the Arctic and the magnitude of polar
amplification,

» evaluate the past rates of Arctic climate change (and thereby provide a long-term context for
current rates of change),

» identify past Arctic warm states that are potential analogs of future conditions,

» quantify the effects of abrupt perturbations (such as large injections of volcanic ash into the
atmosphere) and threshold behaviors, and

e gain insights into how the Arctic has behaved during past warm times by identifying critical

feedbacks and their mechanisms.

2.3 Focus and Scope of this Synthesis Report (Geographic and Temporal)

The content of this report follows from the prospectus developed early in its planning

(this prospectus is available at the CCSP website, http://www.climatescience.gov), and it is

focused on four topical areas in which the paleo-record can most strongly inform discussions of
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107  climate change. These topics, each addressed in a separate chapter of this synthesis report, are:

108 » The history of past changes in Arctic temperature and precipitation,
109 » Past rates of change in the Arctic,

110 » The paleo-history of the Greenland Ice Sheet, and

111 » The paleo-history of sea ice in the Arctic.

112  In general, the temporal scope of this report covers the past 65 million years (m.y.) from the
113 early Cenozoic (65 Ma, million years ago) to the recent Holocene (today). Each chapter presents
114  information in chronological sequence from oldest to youngest. The degree of detail in the report
115 generally increases as one moves forward in time because the amount and detail of the available
116 information increases as one approaches the present. The geographic scope of this report,

117  although focused on the Arctic, includes some sub-Arctic areas especially in and near the North
118  Atlantic Ocean in order to make use of many relevant paleo-records from these regions.

119

120  The specific questions posed in the report are as listed below:

121 1) How have temperature and precipitation changed in the Arctic in the past? What does this
122 tell us about Arctic climate that can inform projections of future changes?

123 This report documents what is known of high-latitude temperature and precipitation

124  during the past 65 million years at a variety of time scales, using sedimentary, biological, and
125 geochemical proxies—indirect recorders—obtained largely from ice cores, lake sediment, and
126  marine sediment but also from sediment found in river and coastal bluffs and elsewhere.

127  Sedimentary deposits do not record climate data in the same way that a modern scientific

128  observer does, but climatic conditions control characteristics of many sediments, so these

129 sedimentary characteristics can serve as proxies for the climate that produced them (e.g.,
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Bradley, 1999). (See Chapter 3 for a discussion of proxies.) Some of the many proxies routinely
used are :

 the character of organic matter,

» the isotopic geochemistry of minerals or ice,

» the abundance and types of macrofossils and microfossils, and

» the occurrence and character of specific chemicals (biomarkers) that record the

presence or absence of certain species and of the conditions under which those
species grew.
Historical records taken from diaries, notebooks, and logbooks are also commonly used to link
modern data with paleoclimate reconstructions.

The proxy records document large changes in the Arctic. As described in Chapter 4,
comparison of Arctic paleoclimatic data with records from lower latitude sites for the same time
period shows that temperature changes in the Arctic were greater than temperature changes
elsewhere (changes were “amplified”). This Arctic amplification occurred for climate changes
with different causes. Physical understanding shows that this amplification is a natural

consequence of features of the Arctic climate system.

2) How rapidly have temperature and precipitation changed in the Arctic in the past? What do
these past rates of change tell us about Arctic climate that can inform projections of future
changes?

The climate record of Earth shows changes that operate on many time scales—tens of

millions of years for continents to rearrange themselves, to weeks during which particles from a

major volcanic eruption spread in the stratosphere and block the sun. This report summarizes
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paleoclimate data on past rates of change in the Arctic and subarctic on all relevant time scales,
and it characterizes in particular detail the records of past abrupt changes that have had
widespread effects. This section of the report has been coordinated with CCSP Synthesis and
Assessment Product 3.4, the complete focus of which is on global aspects of abrupt climate
change.

The data used to assess rates of change in Chapter 5 are primarily the same as those used
to assess the magnitudes of change in Chapter 4. However, as discussed in Chapter 4, the
existence of high-time-resolution records that cannot always be synchronized exactly to other
records, and additional features of the paleoclimatic record, motivate separate treatment of these
closely related features of Arctic climate history.

Faster or less expected changes have larger effects on natural and human systems than do
slower, better anticipated changes (e.g., National Research Council, 2002). Comparison of
projected rates of change for the future (IPCC, 2007) with those experienced in the past can thus
provide insights to the level of impacts that may occur.. Chapter 5 summarizes rates of Arctic
change in the past, compares these with recent Arctic changes and to non-Arctic changes, and

assesses processes that contribute to the rapidity of some Arctic changes.

3) What does the paleoclimate record tell us about the past size of the Greenland Ice Sheet and
its implications for sea level changes?
Paleoclimate data allow us to reconstruct the size of the Greenland Ice Sheet at various
times in the past, and they provide insight to the climatic conditions that produced those changes.
This report summarizes those paleoclimate data and what they suggest about the mechanisms

that caused past changes and might contribute to future changes.
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An ice sheet leaves tracks—evidence of its passage—on land and in the ocean; those
tracks show how far it extended and when it reached that extent, (e.g., Denton et al., 2005). On
land, moraines (primarily rock material), which were deposited in contact with the edges of the
ice, document past ice extents especially well. Beaches now raised out of the ocean following
retreat of ice that previously depressed the land surface, and other geomorphic indicators, also
preserve important information. Moraines and other ice-contact deposits in the ocean record
evidence of extended ice; isotopic ratios of shells that grew in the ocean may reveal input of
meltwater, and iceberg-rafted debris identified in sediment cores can be traced to source regions
supplying the icebergs (e.g., Hemming, 2004). The history of ice thickness can be traced by use
of moraines or other features on rock that projected above the level of the ice sheet, by the
history of land rebound following removal of ice weight, and by indications (especially total gas
content) in ice cores (Raynaud et al., 1997). Models can also be used to assimilate data from
coastal sites and help constrain inland conditions. This report integrates these and other sources
of information that describe past changes in the Greenland Ice Sheet.

Changes in glaciers and ice sheets, especially the Greenland Ice Sheet, have global
repercussions. Complete melting of the Greenland Ice Sheet would raise global sea level by 7
meters (m); even partial melting would flood the world’s coasts (Lemke et al., 2007). Freshwater
from melting ice-sheets delivered to the oceans in sensitive regions—the North Atlantic Ocean,
for example—could contribute to changes in extent of sea ice, ocean circulation, and climate and

could produce strong regional and possibly global effects (Meehl et al., 2007).

4) What does the paleoclimate record tell us about past changes in Arctic sea ice cover, and

what implications does this have for consideration of recent and potential future changes?
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This report documents past periods when the extent of Arctic sea ice was reduced, and
evaluates the scope, causes, and effects of these reductions (e.g., CAPE, 2006). The extent of
past sea ice and patterns of sea-ice drift are recorded in sediments preserved on the sea floor.
Sea-ice extent can also be reconstructed from fossil assemblages preserved in ancient beach
deposits along many Arctic coasts (Brigham-Grette and Hopkins, 1995; Dyke et al., 1996).

Recent advances in tapping the Arctic paleoceanographic archives, notably the first deep-
sea drilling in the central Arctic Ocean (Shipboard Scientific Party, 2005) and the 2005 Trans-
Arctic Expedition (Darby et al., 2005), have provided new, high-quality material with which to
identify and characterize warm, reduced-ice events of the past, which may serve as analogs for
possible future conditions (e.g., Holland et al., 2006). Sea ice fundamentally affects the climate
and oceanography of the Arctic (e.g., Seager et al., 2002), the ecosystems, and human use. The
implications of reduced sea ice extend throughout the Arctic and beyond, and they bear on such

issues as national security and search-and-rescue (National Research Council, 2007).

2.4 Report and Chapter Structure

This report is organized into five primary technical chapters. The first of these (Chapter
3) provides a conceptual framework for the information presented in the succeeding chapters,
each of which focuses on one of the topics described above. Chapter 3 also contains information
on the standardized use of time scales and geological terminology in this report.

Each of the topical chapters (Chapters 4 through 7) answers, in this order, the questions
“Why, how, what, and so what?” The “Why” or opening introductory segment for each chapter

outlines the relevance of the topic to the issue of modern climate change. The “How”” segment
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discusses the sources and types of data compiled to build the paleoclimate record and the
strengths and weaknesses of the information. The “*What™” segment is the paleo-record
information itself, presented in chronological order, oldest to most recent. The final “So what”
segment discusses the significance of the material contained in the chapter and its relevance to
current climate change. Each technical chapter is preceded by an abstract that outlines the
principal conclusions contained in the body of the chapter itself. Bolded words in the text
indicate entries in the technical glossary at the end of this report. Italicized locations in the text
can be found on the index map. This map includes locations referred to in the text that are

located above 64° north latitude.

2.5 The Synthesis and Assessment Product Team

Four of the Lead Authors of this report were constituted as a Federal Advisory
Committee (FAC) that was charged with advising the U.S. Geological Survey and the CCSP on
the scientific and technical content related to the topic of the paleoclimate history of the Arctic as
described in the SAP 1.2 prospectus. (See Public Law 92-463 for more information on the
Federal Advisory Committee Act; see the GSA website http://fido.gov/facadatabase/ for specific
information related to the SAP 1.2 Federal Advisory Committee.) The FAC for SAP 1.2 acquired
input from more than 30 contributing authors in five countries. These authors provided
substantial content to the report, but they did not participate in the Federal Advisory Committee

deliberations upon which this SAP was developed.
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ABSTRACT

Interpretation of paleoclimate records requires an understanding of Earth’s climate
system, the causes (forcings) of climate changes, and the processes that amplify (positive
feedback) or damp (negative feedback) these changes. Paleoclimatologists reconstruct the history
of climate from proxies, which are those characteristics of sedimentary deposits that preserve
paleoclimate information. A great range of physical, chemical, isotopic, and biological
characteristics of lake and ocean sediments, ice cores, cave formations, tree rings, the land
surface itself, and more are used to reconstruct past climate. Ages of climate events are obtained
by counting annual layers, measuring effects of the decay of radioactive atoms, assessing other
changes that accumulate through time at rates that can be assessed accurately, and using time-
markers to correlate sediments with others that have had their ages measured more accurately.
Not all questions about the history of Earth’s climate can be answered through paleoclimatology:
in some cases the necessary sediments are not preserved, or the climatic variable of interest is not
recorded in the sediments. Nonetheless, many questions can be answered from the available
information.

An overview of the history of Arctic climate over the past 65 million years (m.y.) shows
a long-term irregular cooling over tens of millions of years. As ice became established in the
Acrctic, it grew and shrank over tens of thousands of years in regular cycles. During at least the
most recent of these cycles, shorter-lived large and rapid fluctuations occurred, especially around
the North Atlantic Ocean. The last 11,000 years or so have remained generally warm and
relatively stable, but with small climate changes of varying spacing and size. Assessment of the
causes of climate changes, and the records of those causes, shows that reduction in atmospheric

carbon-dioxide concentration and changes in continental positions were important in the cooling

Chapter 3 Paleoclimate Concepts 2
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trend over tens of millions of years. The cycling in ice extent was paced by features of Earth’s
orbit and amplified by the effects of the ice itself, changes in carbon dioxide and other
greenhouse gases, and additional feedbacks. Abrupt climate changes were linked to changes in
the circulation of the ocean and the extent of sea ice. Changes in the Sun’s output and in Earth’s
orbit, volcanic eruptions, and other factors have contributed to the natural climate changes since

the end of the last ice age.
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3.1 Introduction

Most people notice the weather. Day to day, week to week, and even year to year,
changes in such parameters as minimum and maximum daily temperatures, precipitation
amounts, wind speeds, and flood levels are all details about the weather that nearly everyone
shares in daily conversations. When all else fails, most people can talk about the weather.

Evaluating longer-term trends in the weather (tens to hundreds of years or even longer) is
the realm of climate science. Climate is the average weather, usually defined as the average of
the past 30 years. Climate change is the long-term change of the average weather, and climate
change is the focus of this assessment report. While most people accept that the weather is
always changing on the time scale of recent memory, geologists reconstruct climate on longer
time scales and use these reconstructions to help understand why climate changes. This improved
understanding of Earth’s climate system informs our ability to predict future climate change.
Reconstructions of past climate also allow us to define the range of natural climate variability
throughout Earth’s history. This information helps scientists assess whether climate changes
observable now may be part of a natural cycle or whether human activity may play a role. The
relevance of climate science lies in the recognition that even small shifts in climate can and have
had sweeping economic and societal effects (Lamb, 1997; Ladurie, 1971).

Indications of past climate, called climate proxies, are preserved in geological records;
they tell us that Earth’s climate has rarely been static. For example, during the past 70 million
years ( “m.y.”), of Earth history, large changes have occurred in average global temperature and
in temperature differences between tropical and polar regions, as well as ice-age cycles during
which more than 100 m of sea level was stored on land in the form of giant continental ice sheets

and then released back to the ocean by melting of that ice. Climate change includes long-term
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trends lasting tens of millions of years, and abrupt shifts occurring in as little as a decade or less,
both of which have resulted in large-scale reorganizations of oceanic and atmospheric circulation
patterns. As we discuss in the following sections, these climate changes are understood to be
caused by combinations of the drifting of continents and mountain-building in response to plate-
tectonic forces that cause continental drift and mountain-building forces, variations in Earth’s
orbit about the Sun, and changes in atmospheric greenhouse gases, solar irradiance, and
volcanism, all of which can be amplified by powerful positive feedback mechanisms, especially
in the Arctic. Documenting past climates and developing scientific explanations of the observed
changes (paleoclimatology) inform efforts to understand the climate, reveal features of
importance that must be included in predictive models, and allow testing of the models
developed.

An overview of key climate processes is provided here, followed by a summary of
techniques for reconstructing past climatic conditions. Additional details pertaining to specific

aspects of the Arctic climate system and its history are presented in the subsequent chapters.

3.2 Forcings, Feedback, and Variability

An observed change in climate may depend on more than one process. Tight linkages and
interactions exist between these processes, as described below, but it is commonly useful to
divide these processes into three categories: internal variability, forcings, and feedbacks. (For
additional information, see Hansen et al., 1984, Peixoto and Oort, 1992; or IPCC, 2007 among
other excellent sources.)

Internal variability is familiar to weather watchers: if you don’t like the weather now,

wait for tomorrow and something different may arrive. Even though the Sun’s energy, Earth’s
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orbit, the composition of the atmosphere, and many other important controls are the same as
yesterday, different weather arrives because complex systems exhibit fluctuations within
themselves. This variability tends to average out over longer time periods, so climate is less
variable than weather; however, even the 30-year averages typically used in defining the climate
vary internally. For example, without any external cause, a given 30-year period may have one
more EI Nifio event in the Pacific Ocean, and thus slightly warmer average temperatures, than
the previous 30-year period.

Forced changes are caused by an event outside the climate system. If the Sun puts out
more energy, Earth will warm in response. If fewer volcanoes than average erupt during a given
century, then less sunlight than normal will be blocked by particles from those volcanoes, and
Earth’s surface will warm in response. If burning fossil fuel raises the carbon-dioxide
concentration of the atmosphere, then more of the planet’s outgoing radiation will be absorbed
by that carbon dioxide, and Earth’s surface will warm in response. Depending on often-random
processes, different forcings may combine to cause large climate swings or offset to cause
climate changes to be small.

When one aspect of climate changes, whether in response to some forcing or to internal
variability, other parts of the climate system respond, and these responses may affect the climate
further; if so, then these responses are called feedbacks. How much the temperature changes in
response to a forcing of a given magnitude (or in response to the net magnitude of a set of
forcings) depends on the sum of all of the feedbacks. Feedbacks can be characterized as positive,
serving to amplify the initial change, or negative, acting to partially offset the initial change.

As an example, some of the sunshine reaching Earth is reflected back to space by snow

without warming the planet. If warming (whether caused by an EI Nifio, increased output from
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the Sun, increased carbon dioxide concentration in the atmosphere, or anything else) melts snow
and ice that otherwise would have reflected sunshine, then more of the Sun’s energy will be
absorbed, causing additional warming and the melting of more snow and ice. This additional
warming is a feedback (usually called the ice-albedo feedback). This ice-albedo feedback is

termed a positive feedback, because it amplifies the initial change.

3.2.1 The Earth’s Heat Budget—A Balancing Act

On time scales of hundreds to thousands of years, the energy received by the Earth from
the Sun and the energy returned to space balance almost exactly; imbalance between incoming
and outgoing energy is typically less than 1% over periods as short as years to decades. ( Figure
3.1). This state of near-balance is maintained by the very strong negative feedback linked to
thermal radiation. All bodies “glow” (send out radiation), and warmer bodies glow more brightly
and send out more radiation than cooler ones. (Watching the glow of a burner on an electric
stove become visible as it warms shows this effect very clearly.) Some of the Sun’s energy
reaching Earth is reflected without causing warming, and the rest is absorbed to warm the planet.
The warmer the planet, the more energy it radiates back to space. A too-cold planet (that is, a
planet colder than the temperature at which it would be in equilibrium) will receive more energy
than is radiated, causing the planet to warm, thus increasing radiation from the planet until the
incoming and outgoing energy balance. Similarly, a too-warm planet will radiate more energy
than is received from the Sun, producing cooling to achieve balance. Greenhouse gases in the
atmosphere block some of the outgoing radiation, transferring some of the energy from the
blocked radiation to other air molecules to warm them, or radiating the energy up or down. The

net effect is to cause the lower part of the atmosphere (the troposphere) and the surface of the
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planet to be warmer than they would have been in the absence of those greenhouse gases. The
global average temperature can be altered by changes in the energy from the Sun reaching the
top of our atmosphere, in the reflectivity of the planet (the planet’s albedo), or in strength of the

greenhouse effect..

FIGURE 3.1 NEAR HERE

Equatorial regions receive more energy from space than they emit to space, polar regions
emit more energy to space than they receive, and the atmosphere and ocean transfer sufficient
energy from the equatorial to the polar regions to maintain balance (for additional information
see Nakamura and Oort, 1988, Peixoto and Oort, 1992, and Serreze et al., 2007).

Important forcings described later in this section include changes in the Sun; cyclical
features of Earth’s orbit (Milankovitch forcing); changes in greenhouse gas concentrations in
Earth’s atmosphere; the shifting shape, size, and positions of the continents (plate tectonics);
biological processes; volcanic eruptions; and other features of the climate system. Other possible
forcings, such as changes in cosmic rays or in blocking of sunlight by space dust, cannot be ruled

out entirely but do not appear to be important.

3.2.2 Solar Irradiance Forcing

3.2.2a Effects of the Aging of the Sun

Energy emitted by the Sun is the primary driver of Earth’s climate system. The Sun’s
energy, or irradiance, is not constant, and changes in solar irradiance force changes in Earth’s

climate. Our understanding of the physics of the Sun indicates that during Earth’s 4.6-billion-
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year history, the Sun’s energy output should have increased smoothly from about 70% of modern
output (see, for example, Walter and Barry, 1991). (Direct paleoclimatic evidence of this
increase in solar output is not available.) During the last 100 m.y., changes in solar irradiance are
calculated to have been less than 1%, or less than 0.000001% per century. Therefore, the effects
of the Sun’s aging have no bearing on climate change over time periods of millennia or less. For
reference, the 0.000001% per century change in output from aging of the Sun can be compared
with other changes, for example:
* maximum changes of slightly under 0.1% over 5 to 6 years as part of the sunspot cycle
(Foukal et al., 2006);
» the estimated increase from the year 1750 to 2005 in solar output averaged across sunspot
cycles, which also is slightly under 0.1% (Forster et al., 2007; see below); and
» the warming effect of carbon dioxide added to the atmosphere from 1750 to 2005.
This addition is estimated to have had the same warming effect globally as an increase in
solar output of ~0.7% (Forster et al., 2007), and thus it is much larger than changes in

solar irradiance during this same time interval.

3.2.2b Effects of Short-Term Solar Variability

Earth-based observations and, in recent years, more-accurate space-based observations
document an 11-year solar cycle that results from changes within the Sun. Changes in solar
output associated with this cycle cause peak solar output to exceed the minimum value by
slightly less than 0.1% (Beer et al., 2006; Foukal et al., 2006; Camp and Tung, 2007). A satellite
thus measures a change from maximum to minimum of about 0.9 W/m?, out of an average of

about 1365 W/m?. This value is usually recalculated as a “radiative forcing” for the lower
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atmosphere. It is divided by 4 to account for spreading of the radiation around the spherical Earth
and multiplied by about 0.7 to allow for the radiation that is directly reflected without warming
the planet (Forster et al., 2007). The climate response to this sunspot cycling has been estimated
as less than 0.1°C (Stevens and North, 1996) to almost 0.2°C (Camp and Tung, 2007). As
discussed by Hegerl et al. (2007), the lack of any trend in solar output over longer times than this
sunspot cycling, as measured by satellites, excludes the Sun as an important contributor to the
strong warming during the interval of satellite observations, but the solar variability may have
contributed weakly to temperature trends in the early part of the 20th century.

Over longer time frames, indirect proxies of solar activity (historical sunspot records,
tree-rings and ice-cores) also exhibit 11-year solar cycles as well as longer-term variability.
Common longer cycles are about 22, 88 and 205 years (e.g., Frohlich and Lean, 2004). The
historical climate record suggests that periods of low solar activity may be linked to climate
anomalies. For example, the solar minima known as the "Dalton Minimum" and the "Maunder
Minimum™ (1790-1820 AD, and 1645-1715 AD, respectively) correspond to the relatively cool
conditions of the Little Ice Age, suggesting a role for changes in solar activity in the climate
anomalies (along with other influences; see Chapter 4). However, the magnitude of radiative
forcing that can be attributed to variations in solar irradiance remains debated (e.g., Baliunas and
Jastrow, 1990; Bard et al., 2000; Fleitmann, et al., 2003; Frolich and Lean, 2004; Amman et al.,
2007; Muscheler et al., 2007). An extensive summary of estimates of solar increase since the
Maunder Minimum is given by Forster et al. (2007), which lists a preferred value of a radiative
forcing of ~0.2 W/m?, although the report also lists older estimates of just less than 0.8 W/m?,
still well below the estimated radiative forcing of the human-caused increase in atmospheric

carbon dioxide (~1.7 W/m?) (IPCC, 2007).
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3.2.3 Orbital Forcing and Milankovitch Cycles

Irregularities in Earth’s orbital parameters, often referred to as “Milankovitch variations™’
or “*Milankovitch cycles,” after the Serbian mathematician who suggested that these
irregularities might control ice-age cycles, result in systematic changes in the seasonal and
geographic distribution of incoming solar radiation (insolation) for the planet (Milankovitch,
1920, 1941). The Milankovitch cycles have almost no effect on total sunshine reaching the planet
over time spans of years or decades; they have only a small effect on total sunshine reaching the
planet over tens of thousands of years and longer; but they have large effects on north-south and
summer-winter distribution of sunshine. These “Milankovitch variations” ( Figure 3.2) are due to
three types of changes: (1) the eccentricity (out-of-roundness) of Earth’s orbit around the Sun
varies from nearly circular to more elliptical and back over about 100 thousand years (k.y.) (E in
Figure 3.2); (2) the obliquity (how far the North Pole is tilted away from “straight up” out of the
plane containing Earth’s orbit about the Sun) tilts more and then less over about 41 k.y. (T in
Figure 3.2); and (3) the precession (the wobble of Earth’s rotational axis, moves Earth from its
position closest to the Sun in the Northern-Hemisphere summer (the southern winter) to its
position farthest from the Sun in the northern summer (the southern winter and back again in
cycles of about 19-23 k.y. (P in Figure 3.2) (e.g., Loutre et al., 2004). These orbital features are
linked to the influence of the gravity of Jupiter and the moon, among others, acting on Earth
itself and on the bulge at the equator caused by Earth’s rotation. These features are relatively

stable, and can be calculated for periods of millions of years with high accuracy. Paleoclimatic

records show the influence of these changes very clearly (e.g., Imbrie et al., 1993).
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FIGURE 3.2 NEAR HERE

The variations in eccentricity (orbital “out of roundness” or departure from circularity)
affect the total sunshine received by the planet in a year, but by less than 0.5% between extremes
(hence giving very small changes of less than 0.001% per century). The other orbital variations
have essentially no effect on the total solar energy received by the planet as a whole. However,
large variations do occur in energy received at a particular latitude and season (with offsetting
changes at other latitudes and in other seasons); changes have exceeded 20% in 10,000 years
(which is still only 0.2% per century, again with offsetting changes in other latitudes and seasons
so that the total energy received is virtually constant).

In the Arctic, the most important orbital controls are the tilt of Earth’s axis (T in Figure
3.2), where high tilt angles result in much more high-latitude insolation than do low tilt angles,
and the precession or wobble of Earth’s rotational axis (P in Figure 3.2). When Earth is closest to
the Sun at the summer solstice, insolation is significantly greater than when Earth is at its
greatest distance from the Sun at the summer solstice. For example, 11 thousand years ago (ka),
Earth was closest to the Sun at the Northern Hemisphere summer solstice, but the summer
solstice has been steadily moving toward the greatest distance from the Sun since then, such that
at present Northern Hemisphere summer occurs when Earth is almost the greatest distance from
the Sun, resulting in 9% less insolation in Arctic midsummers today than at 11 ka (Figure 3.3).
On the basis of this orbital consideration alone, Arctic summers should have been cooling during

this interval in response to the Earth’s precession.

FIGURE 3.3 NEAR HERE
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3.2.4 Greenhouse Gases in the Atmosphere

Roughly 70% of the incoming solar radiation is absorbed by the planet, warming the
land, water, and air (Forster et al., 2007). Earth, in turn, radiates energy to balance what it
receives, but at a longer wavelength than that of the incoming solar radiation. Greenhouse gases
are those gases present in the atmosphere that allow incoming shortwave radiation to pass largely
unaffected, but that absorb some of Earth’s outgoing longwave radiation band ( Figure 3.1).
Greenhouse gases play a key role in keeping the planetary temperature within the range
conducive to life. In the absence of greenhouse gases in Earth’s atmosphere, the planetary
temperature would be about —19°C (-2°F); with them, the average temperature is about 33°C
(about 57°F) higher (with constant albedo; Hansen et al., 1984; Le Treut et al., 2007). The
primary pre-industrial greenhouse gases include, in order of importance, water vapor, carbon
dioxide, methane, nitrous oxide, and tropospheric ozone. Concentrations of these gases are
directly affected by anthropogenic (human) activities, with the exception of water vapor as
discussed below. Purely anthropogenic recent additions to greenhouse gases include a suite of
halocarbons and fluorinated sulfur compounds (Ehhalt et al., 2001).

Typically, carbon dioxide is a less important greenhouse gas than water vapor near
Earth’s surface. Changing the carbon-dioxide concentration of the atmosphere is relatively easy,
but changing the atmospheric concentration of water vapor to any appreciable degree is difficult
except by changing the temperature. Natural fluxes of water vapor into and out of the atmosphere
are very large, equivalent to a layer of water across the entire surface of Earth of about 2

cm/week (e.g., Peixoto and Oort, 1992); human perturbations to these fluxes are relatively very
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small (Forster et al., 2007). However, the large ocean surface and moisture from plants provide
important water sources that can yield more water vapor to warmer air; relative humidity tends to
remain nearly constant as climate changes, so warming for any reason introduces more water
vapor to the air and increases the greenhouse effect in a positive feedback (Hansen et al., 1984;
Pierrehumbert et al., 2007). Hence, discussions of forcing of changes in climate focus especially
on carbon dioxide, and to a lesser degree on methane and other greenhouse gases, rather than on
water vapor (Forster et al., 2007).

Carbon dioxide concentrations in the atmosphere are tied into an extensive natural system
of terrestrial, atmospheric, and oceanic sources and sinks called the global carbon cycle (see
Prentice et al. (2001) in the IPCC 3rd Assessment Report for a comprehensive discussion). The
possible effect of increasing CO; levels in the atmosphere was first recognized by Arrhenius
(1896). By the 1930s, mathematical models linking greenhouse gases and climate change
(Callendar, 1938) projected that a doubling of atmospheric CO, concentration would increase the
mean global temperature by 2°C and would warm the poles considerably more. (Le Treut et al.
(2007) provides a detailed historical perspective on the recognition of Earth’s greenhouse effect.)
By the 1970s, CH,4, N,O and CFCs were widely recognized as important additional
anthropogenic greenhouse gases (Ramanathan, 1975).

The direct relationship between climate change and greenhouse gases such as CO, and
methane is clearly described by the recent Intergovernmental Panel on Climate Change report
(IPCC, 2007). Information summarized there highlights the likelihood that changes in
concentrations of greenhouse gases will especially affect the Arctic ( Figure 3.4) and focuses
attention on greenhouse gases as well as other influences on the Arctic, as discussed in this

report especially in Chapter 4 (temperature and precipitation history).
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FIGURE 3.4 NEAR HERE

3.2.5 Plate Tectonics

The drifting of continents (explained by the theory of plate tectonics) moves land masses
from equator to pole or the reverse, opens and closes oceanic “gateways” between land masses
thus redirecting ocean currents, raises mountain ranges that redirect winds, and causes other
changes that may affect climate. These changes can have very large local to regional effects
(moving a continent from the pole to the equator obviously will greatly change the climate of
that continent). Moving continents around may have some effect on the average global
temperature, in part through changes in the planet’s albedo (Donnadieu et al., 2006).

Processes linked to continental rearrangement can strongly affect global climate by
altering the composition of the atmosphere and thus the strength of the greenhouse effect,
especially through control of the carbon-dioxide concentration of the atmosphere (e.g., Berner,
1991; Royer et al., 2007). Over millions of years, the atmospheric concentration of carbon
dioxide is controlled primarily by the balance between carbon-dioxide removal through chemical
reactions with rocks near the Earth’s surface, and carbon-dioxide release from volcanoes or other
pathways involving melting or heating of rocks that sequester carbon dioxide. Because higher
temperatures cause carbon dioxide to react more rapidly with Earth-surface rocks, atmospheric
warming tends to speed removal of carbon dioxide from the air and thus to limit further

warming, in a negative feedback (Walker et al., 1981). Because the tectonic processes causing
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continental drift control the rate of volcanism, and can change over millions of years, changes in

atmospheric carbon-dioxide concentration can be forced by the planet beneath.

3.2.6 Biological Processes

Biological processes can both absorb and release carbon dioxide, such that evolutionary
changes have contributed to atmospheric changes. For example, some carbon dioxide taken from
the air by plants is released by their roots into the soil, by respiration while living and by decay
after death. Thus, plants speed the reaction of atmospheric carbon dioxide with rocks (Berner,
1991; Beerling and Berner, 2005). This process could not have occurred on the early Earth
before the evolution of plants with roots.

Plants are composed in part of carbon dioxide removed from the atmosphere, and burning
(oxidation) of plants releases most of this carbon dioxide back to the atmosphere (minus the
small fraction that reacts with rocks in the soil). When plants are buried without burning and
altered to form fossil fuels, the atmospheric carbon-dioxide level is reduced; later, natural
processes may bring the fossil fuels back to the surface to decompose and release the stored
carbon dioxide. (Humans are greatly accelerating these natural processes; fossil fuels that
required hundreds of millions of years to accumulate are being burned in hundreds of years.)
Rapid burial favors preservation of organic matter, whereas dead things left on the surface will
decompose. Thus, changes in rates of sediment deposition linked to continental rearrangement
are among the processes that may affect the formation and breakdown of fossil fuels and thus the
strength of the atmospheric greenhouse effect.

Continents move more or less as rapidly as fingernails grow, so that a major reshuffling

of the continents requires about 100 million years, and the opening or closing of an oceanic
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gateway may require millions of years (e.g., Livermore et al., 2007). Major evolutionary changes
have required millions of years or longer (e.g., d’Hondt, 2005). Thus, those changes in the
greenhouse effect that modified Earth’s climate or were linked to continental drift or biological
evolution have been highly influential over time spans of tens of millions of years, but they have
had essentially no effect over shorter intervals of centuries or millennia. (Note that if one
considers hundreds of thousands of years or longer, an increase in volcanic activity may notably
increase carbon dioxide in the atmosphere, causing warming. However, volcanic release of
carbon dioxide is small enough that in a few millennia or less the changes in volcanic release
have not notably affected the carbon-dioxide concentration of the atmosphere. The main short-
term effect of an increase in volcanic eruptions is to cool the planet by blocking the Sun, as

discussed next.)

3.2.7 Volcanic Eruptions

Volcanic eruptions are an important natural cause of climate change on seasonal to multi-
decadal time scales. Large explosive volcanic eruptions inject both particles and gases into the
atmosphere. Particles are removed by gravity in days to weeks. Sulfur gases, in contrast, are
converted rapidly to sulfate aerosols (tiny droplets of sulfuric acid) that have a residence time in
the stratosphere of about 3 years and are transported around the world and poleward by
circulation within the stratosphere. Tropical eruptions typically influence both hemispheres,
whereas eruptions at middle to high latitudes usually affect only the hemisphere of eruption
(Shindell et al., 2004; Fischer et al., 2007). Consequently, the Arctic is affected primarily by

tropical and Northern Hemisphere eruptions.
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The radiative and chemical effects of the global volcanic aerosol cloud produce strong
responses in the climate system on short time scales (see Figure 5.5) (Briffa et al., 1998; deSilva
and Zielinski, 1998; Oppenheimer, 2003). By scattering and reflecting some solar radiation back
to space, the aerosols cool the planetary surface, but by absorbing both solar and terrestrial
radiation, the aerosol layer also heats the stratosphere. A tropical eruption produces more heating
in the tropics than in the high latitudes and thus a steeper temperature gradient between the pole
and the equator, especially in winter. In the Northern Hemisphere winter, this steeper gradient
produces a stronger jet stream and a characteristic stationary tropospheric wave pattern that
brings warm tropical air to Northern Hemisphere continents and warms winter temperatures.
Because little solar energy reaches the Arctic during winter months, the transfer of warm air
from tropical sources to high latitudes has more effect on winter temperatures than does the
radiative cooling effect from the aerosols. However, during the summer months, radiative
cooling dominates, resulting in anomalously cold summers across most of the Arctic. The 1991
Mt. Pinatubo eruption in the Philippines resulted in volcanic aerosols covering the entire planet,
producing global-average cooling, but winter warming over the Northern Hemisphere continents
in the subsequent two winters (Stenchikov et al., 2004, 2006).

Three large historical Northern Hemisphere eruptions have been studied in detail: the 939
AD Eldgjé (Iceland), 1783-1784 AD Laki (Iceland), and 1912 AD Novarupta (Katmai, Alaska)
eruptions. All caused cooling of the Arctic during summer but no winter warming (Thordarson et
al., 2001; Oman et al., 2005, 2006).

When widespread stratospheric volcanic aerosols settle out, some of the sulfate falls onto
the Antarctic and Greenland Ice Sheets ( Figure 3.5). Measurements of those sulfates present in

ice cores can be used to estimate the Sun-blocking effect of the eruption. Large volcanic
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eruptions, especially those within a few decades of each other, are thought to have promoted
cooling during the Little Ice Age (about1280-1850 AD) (Anderson et al., 2008). A
comprehensive review of the effects of volcanic eruptions on climate and of records of past

volcanism is provided by Robock (2000, 2007).

FIGURE 3.5 NEAR HERE

The effects of volcanic eruptions are clearly evident in ice-core records (e.g., Zielinski et
al., 1994); major eruptions cooled Greenland about 1°C for about 1 or 2 years as recorded in
Greenland ice cores (e.g., Stuiver et al., 1995) ( Figure 3.6). Tree-ring records also support the
connection between climate and volcanic eruptions (LaMarche and Hirschbeck, 1984; Briffa et
al., 1998; D’Arrigo et al., 1999; Salzer and Hughes, 2007). The growth and shrinkage of the
great ice-age ice sheets, and the associated loading and unloading of Earth, may have affected
the frequency of volcanic eruptions somewhat (e.g., Maclennan et al., 2002), but in general the
recent timing of explosive volcanic eruptions appears to be random There is no mechanism for a
volcano in, say, Alaska to synchronize its eruptions with a volcano in Indonesia; hence, volcanic
eruptions in recent millennia appear to have introduced unavoidable climatic “noise” as opposed

to controlling the climate in an organized way.

FIGURE 3.6 NEAR HERE

3.2.8 Other influences
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Paleoclimatic records discount some speculative mechanisms of climate change. For
example, about 40,000 years ago natural fluctuations reduced the strength of Earth’s magnetic
field essentially to zero for about one millennium. The cosmic-ray flux into the Earth system
increased greatly, as recorded by a large peak in beryllium-10 in sedimentary records. However,
the climate record does not change in parallel with changes in beryllium-10, indicating that the
cosmic-ray increase had little or no effect on climate (Muscheler et al., 2005). Large changes in
concentration of extraterrestrial dust between Earth and Sun might lead to changes in solar
energy reaching Earth and thus to changes in climate; however, the available sedimentary
records show no significant changes in the rate of infall of such extraterrestrial dust (Winckler
and Fischer, 2006).

The climate is a complex, integrated system, and it operates through strong linked
feedbacks, internal variability, and numerous forcings. On time scales of centuries or less,
however, many of the drivers of past climate change—such as drifting continents, biological
evolution, aging of the Sun, and features of Earth’s orbit—have no discernible influence on the
climate. Small variations in climate appear to have been caused by small variations in the Sun’s
output, occasional short-lived cooling caused by explosive volcanic eruptions, and greenhouse-

gas changes have affected the planet’s temperature.

3.3  Reading the History of Climate Through Proxies
A modern historian trying to understand our human story cannot go back in time and
replay an important event. Instead, the historian must rely on indirect evidence: eyewitness

accounts (which may not be highly accurate), artifacts, and more. It is as if the historical figures,
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who cannot tell their tale directly, have given their proxies to other people and other things to
deliver the story to the modern historian.

Historians of climate—paleoclimatologists—are just like other historians: they read the
indirect evidence that the past sends by proxy. All historians are aware of the strengths and
weaknesses of proxy evidence, of the value of weaving multiple strands of evidence together to
form the complete fabric of the story, of the necessity of knowing when things happened as well
as what happened, and of the ultimate value of using history to inform understanding and guide
choices.

Some of the proxy evidence used by paleoclimatologists would be familiar to more-
traditional historians. Written accounts of many different activities often include notes on the
weather, on the presence or absence of ice on local water bodies, and on times of planting or
harvest and the crops that grew or failed. If care is taken to account for the tendency of people to
report the rare rather than the commonplace, and to include the effects of changes in husbandry
and other issues, written records can contribute to knowledge of climate back through written
history. However, human accounts are lacking for almost all of Earth’s history. The
paleoclimatologist is forced to rely on evidence that is less familiar to most people than are
written records. Remarkably, these natural proxies may reveal even more than the written

records.

3.3.1 Climate’s Proxies
Much of the history of a civilization can be reconstructed from the detritus its people left
behind. Similarly, paleoclimate records are typically developed through analysis of sediment,

broadly defined. “Sediment” may include the ice formed as years of snowfall pile up into an ice
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sheet, the mud accumulating at the bottom of the sea or a lake, the annual layers of a tree, the
thin sheets of mineral laid one on top of another to form a stalagmite in a cave, the piles of rock
bulldozed by a glacier, the piles of desert sand shaped into dunes by the wind, the odd things
collected and stored by packrats, and more (e.g., Crowley and North, 1991; Bradley, 1999;
Cronin, 1999). For a sediment to be useful, it must do the following: (1) preserve a record of the
conditions when it formed (i.e., subsequent events cannot have erased the original story and
replaced it with something else); (2) be interpretable in terms of climate (the characteristics of
the deposit must uniquely relate to the climate at the time of formation); and (3) be “datable”
(i.e., there must be some way to determine the time when the sediment was deposited). Here, we
first present one well-known paleoclimatic indicator as an example, then discuss general issues
raised by that example, and follow with a discussion of many types of paleoclimatic indicators.
Long records of Earth’s climate are commonly reconstructed from climate proxies
preserved in deep-ocean sediments. One of the best-known proxy records of climate change is
that recorded by benthic (bottom-dwelling) foraminifers, microscopic organisms that live on the
sea floor and secrete calcium-carbonate shells in equilibrium with the sea water. The isotopes of
oxygen in the carbonate are a function of both the water temperature (which often does not
change very rapidly with time or very steeply with space in the deep ocean) and changes in
global ice volume. Global ice volume determines the relative abundances of the isotopes oxygen-
16 and oxygen-18 in seawater. Snow has relatively less of the heavy oxygen-18 than its seawater
source. Consequently, as ice sheets grow on land, the ocean becomes enriched in the heavy
oxygen-18, and this enrichment is recorded by the oxygen isotopic composition of foraminifer
shells. The proportion of the heavy and light isotopes of oxygen is usually expressed as 8*°0;

positive §*%0 values represent extra amounts of the heavy isotope of oxygen, and negative values
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represent samples with less of the heavy isotope than average seawater. Positive §*°0 reflects
glacial times (colder, more ice), whereas more negative 820 reflects interglacial (warmer, less
ice) times in Earth’s history. Although the 'O of foraminifer shells does not reveal where the
glacial ice was located, the record does provide a globally integrated value of the amount of
glacial ice on land, especially if appropriate corrections are made for temperature changes by use
of other indicators. In the absence of changes in global ice volume, changes in benthic
foraminifer 20 reflect changes in ocean temperatures: more positive 8*°0 values indicate
colder water, and more negative '°0 values indicate warmer water.

Written documents have sometimes been erased and rewritten, in a deliberate attempt to
distort history or because the paper was more valuable than the original words.
Paleoclimatologists are continually watching for any signs that a climate record has been
“erased” and “rewritten” by events since deposition of the sediment. Occasionally, this vigilance
proves to be important. For example, water may remove isotopes carrying paleoclimatic
information from shells and replace them with other isotopes telling a different story (e.g.,
Pearson et al., 2001). However, except for the very oldest deposits from early in Earth’s history,
it is usually possible to tell whether a record has been altered, and this problem should not affect
any of the conclusions presented in this report.

Finding the link between climate and some characteristic of the sediment is then required.
The climate is recorded in myriad ways by physical, biological, chemical, and isotopic
characteristics of sediments.

Physical indicators of past climate are often easy to read and understand. For example, a
sand dune can form only if dry sand is available to be blown around by the wind, without being

held down by plant roots. Except near beaches (where fluctuations in water level reveal bare
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sand), a dry climate is needed to keep grass off the sand so the sand can blow around. Today in
northwestern Nebraska, the huge dune field of the Sand Hills is covered in grass ( Figure 3.7).
The dunes formed during drier conditions in the past, but wetter conditions now allow grass to
grow on top (e.g., Muhs et al., 1997). Similarly, the sediments left by glaciers are readily
identified, and those sediments in areas that are ice free today attest to changing climate. A very
different physical indicator of past climate is the temperatures measured in boreholes. Just as a
Thanksgiving turkey placed in an oven takes a while to warm in the middle, the two-mile-thick
ice sheet of Greenland has not finished warming from the ice age, and the cold temperatures at

depth reveal how cold the ice age was (Cuffey and Clow, 1997).

FIGURE 3.7 NEAR HERE

Many paleoclimate records are based directly on living things. Tundra plants are quite
different from those living in temperate forests. If pollen, seeds, and twigs found in deep layers
of a sediment core came from tundra plants, and those found in shallow layers came from
temperate-forest plants, a formerly cold time that has warmed is indicated. Trees grow more
rapidly and add thicker rings when climatic conditions are more favorable. In very dry regions,
this feature allows trees to be used in reconstruction of rainfall; in cold regions, growth may be
more closely linked to temperature (Fritts, 1976; Cook and Kairiukstis, 1990)

Chemical analysis of sediments may reveal additional information about past climates.
As one example, some single-celled organisms in the ocean change the chemistry of their cell
walls in response to changing temperature: they use more-flexible molecules to offset the

increase in brittleness caused by colder temperatures. These molecules are sturdy and persist in
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sediments after the organism dies, so the history of the ratio of stiffer to less-stiff molecules in a
sediment core provides a history of the temperature at which the organisms grew. (In this case,
the organisms are prymnesiophyte algae, the chemicals are alkenones, and the frequency of
carbon double bonds controls the stiffness (Muller et al., 1998); other such indicators exist.)

Isotopic ratios are among the most commonly used proxy indicators of past climates.
Consider just one example, providing one of the ways to determine the past concentration of
carbon dioxide. All carbon atoms have 6 protons in their nuclei, most have 6 neutrons (making
carbon-12), but some have 7 neutrons (carbon-13) and a few have 8 neutrons (radioactive
carbon-14). The only real difference between carbon-12 and carbon-13 is that carbon-13 is a bit
heavier. The lighter carbon-12 is “easier” for plants to use, so growing plants preferentially
incorporate carbon from carbon dioxide containing only carbon-12 rather than carbon-13.
However, if carbon dioxide is scarce in the environment, the plants cannot be picky and must use
what is available. Hence, the carbon-12:carbon-13 ratio in plants provides an indicator of the
availability of carbon dioxide in the environment. The sturdy cell-wall chemicals described in the
previous paragraph can be recovered and their carbon isotopes analyzed, providing an estimate
of the carbon-dioxide concentration at the time the algae grew (e.g., Pagani et al., 1999).

Much of the science of paleoclimatology is devoted to calibration and interpretation of
the relation between sediment characteristics and climate (see National Research Council, 2006).
The relationship of some indicators to climate is relatively straightforward, but other
relationships may be complex. The width of a tree ring, for example, is especially sensitive to
water availability in dry regions, but it may also be influenced by changes in shade from
neighboring trees, an attack of beetles or other pests that weaken a tree, the temperature of the

growing season, and more. Extensive efforts go into calibration of paleoclimatic indicators
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against the climatic variables. Because paleoclimatic data cannot be collected everywhere,
additional work is devoted to determining which areas of the globe have climates that can be
reconstructed from the available paleoclimatic data. Wherever possible, multiple indicators are
used to reconstruct past climates and to assess agreement or disagreement (National Research

Council, 2006). Conclusions about climate typically rest on many lines of evidence.

3.3.2 The Age of the Sediments

History requires “when” as well as “what.” Many techniques reveal the “when” of
sediments, sometimes to the nearest year. In general, more-recent events can be dated more
precisely.

Climate records that have been developed from most trees, and from some ice cores and
sediment cores, can be dated to the nearest year by counting annual layers. The yearly nature of
tree rings from seasonal climates is well known. A lot of checking goes into demonstrating that
layers observed in ice cores and special sediment cores are annual, but in some cases the layering
clearly is annual (Alley et al., 1997), allowing quite accurate counts. The longest-lived trees may
be 5000 years old; use of overlapping living and dead wood has allowed extension of records to
more than 10,000 years (Friedrich et al., 2004); and the longest annually layered ice cores
recovered to date extend beyond 100,000 years (Meese et al., 1997). However, relatively few
records can be absolutely dated in this way.

Other techniques that have been used for dating include measuring the damage that
accumulates from cosmic rays striking things near Earth’s surface (those rays produce beryllium-

10 and other isotopes), observing the size of lichen colonies growing on rocks deposited by
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glaciers, and identifying the fallout of particular volcanic eruptions that can be dated by
historical accounts or annual-layer counting.

Most paleoclimatic dating uses the decay of radioactive elements. Radiocarbon is
commonly used for samples containing carbon from the most recent 40,000 years or so (very
little of the original radiocarbon survives in older samples, causing measurements difficulties and
allowing even trace contamination by younger materials to cause large errors in estimated age, so
other techniques are preferred). Many other isotopes are used for various materials and time
intervals, extending back to the formation of Earth. Intercomparison with annual-layer counts,
with historical records, and between different techniques shows that quite high accuracy can be
obtained, so that it is often possible to have errors in age estimates of less than 1%. (That is, if an
event is said to be 100,000 years old, the event can be said with high confidence to have occurred

sometime between 99,000 years and 101,000 years ago.)

3.4 Cenozoic Global History of Climate

As emphasized in the Summary for Policymakers of IPCC (2007) and in the body of that
report, a paleoclimatic perspective is important for understanding Earth’s climate system and its
forcings and feedbacks. Arctic records, and especially Arctic ice-core records, have provided key
insights. The discussion that follows briefly discusses selected features in the history of Earth’s
climate and the forcings and feedbacks of those climate events. This discussion does not treat all
of the extensive literature on these topics, but it is provided here as a primer to help place the
main results of this report in context. (Kump et al. (2003) is a more-complete yet accessible

introduction to this topic.)
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This report focuses on the Cenozoic Era, which began about 65 Ma with the demise of
the dinosaurs and continues today (see section 4.5 for a discussion of the chronology used in this
report). During most of this 65 m.y. interval, deep-sea records of foraminifer 8**0 (a powerful
paleoclimatic indicator, described above in section 4.4.1), which integrate the sedimentary record
in several ocean basins, show that Earth was warmer than at present and supported a smaller
volume of ice ( Figure 3.8). Yet, following the peak warming of the early Eocene, about 50-55
Ma, global temperatures generally declined (Miller et al., 2005). Although this record is not
specific about Arctic climate change, the record indicates that the global gradient (or difference)
in temperature between polar regions and the tropics was smaller when global climate was
warmer, and that this gradient increased as the high latitudes progressively cooled (Barron and
Washington, 1982). Changes in the gradient cause changes in atmospheric and oceanic
circulation. The overall cooling trend of the past 55 m.y. was punctuated by intervals during
which the cooling was reversed and the oceans warmed, only to cool rapidly again at a later time.
Examples of such accelerated cooling include rapid decreases in foraminifer 'O about 34 Ma
and again about 23 Ma, which are thought to reflect the rapid buildup of ice in Antarctica in only
a few hundred thousand years (Zachos et al., 2001). The Paleocene-Eocene thermal maximum
(about 55 Ma) represents a major interval of global warming when CO levels are estimated to
have risen abruptly (Shellito et al., 2003, Higgins and Schrag, 2006), perhaps owing to the rapid

release of methane from sea-floor sediments (Bralower et al., 1995).

FIGURE 3.8 NEAR HERE
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The style and tempo of global climate change during the past 5.3 m.y. is depicted well by
the foraminifer 820 record of Lisiecki and Raymo (2005) ( Figure 3.9; see section 4.4.1 for a
discussion of this proxy). This composite record provides a well-dated stratigraphic tool against
which other records from around world can be compared. The foraminifer %0 record reflects
changes in both global ice volume and ocean bottom-water temperature change, and with the
same sense—An increase in global ice or a decrease in ocean temperatures pushes the indicator
in the same direction. The foraminifer 8*°0 record indicates low-magnitude climate changes
from 5.3 until about 2.7 Ma, when the amplitude of the foraminifer 'O signal increased
markedly. This shift in foraminifer *°0 amplitude coincides with widespread indications of
onset of northern continental glaciation (see Chapter 4, temperature and precipitation history).
The oxygen isotope fluctuations since 2.7 Ma are commonly used as a global index of the
frequency and magnitude of glacial-interglacial cycles. In addition to the fluctuations, the data
show that within the past 3 m.y., average ocean temperatures have been dropping. Global
circulation models constrained by extensive paleoclimatic data targeting the late Pliocene
interval from 3.3 to 3.0 Ma suggest that global temperatures were warmer by as much as 2°C or

3°C at that time (see Jiang et al., 2005; IPCC, 2007).

FIGURE 3.9 NEAR HERE

The large fluctuations in foraminifer 8*20 beginning about 2.7 Ma exhibited clear

periodicities matching those of the Milankovitch forcing (those periodicities are also present in

smaller, older fluctuations). A 41 k.y. periodicity was especially apparent, as well as the 19-23

k.y. periodicity. More recently, within the last 0.9 m.y. or so, the variations in 8**0 became even
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bigger, and while the 41 k.y. and 19-23 k.y. periodicities continued, a 100 k.y. periodicity
became dominant. The reasons for this shift remain unclear and are the focus of much research
(Clark et al., 2006; Ruddiman, 2006; Huybers, 2007; Lisiecki and Raymo, 2007).

Moving toward the present, the number of available records increases greatly, as does
typical time resolution of the records and the accuracy of dating (see section 4.4). The large ice-
age cycling of the last 0.9 m.y. produced growth and retreat of extensive ice sheets across broad
regions of North America and Eurasia, as well as smaller extensions of ice in Greenland,
Antarctica, and many mountainous areas. Ice in North America covered New York and Chicago,
for example. The water that composed those ice sheets had been removed from the oceans,
causing non-ice-covered coastlines typically to lie well beyond modern boundaries. Melting of
ice sheets exposed land that had been ice-covered and submerged coastal land, but with a
relatively small net effect (e.g., Kump and Alley, 1994). The ice-age cycling caused large
temperature changes, of many degrees to tens of degrees in some places (see Chapter 4,
temperature and precipitation history).

Climate changed in large abrupt jumps (see section 5.4.3) during the most recent of the
glacial intervals and probably during earlier ones. In records from near the North Atlantic such as
Greenland ice cores, roughly half of the total difference between glacial and interglacial
conditions was achieved (as recorded by many climate-change indicators) in time spans of
decades to years. Changes away from the North Atlantic were notably smaller, and in the far
south the changes appear to see-saw (southern warming with northern cooling). The “shape” of
the climate records is interesting: northern records typically show abrupt warming, gradual
cooling, abrupt cooling, near-stability or slight gradual warming, and then they repeat (see Figure

6.9).

Chapter 3 Paleoclimate Concepts 30



658

659

660

661

662

663

664

665

666

667

668

669

670

671

672

673

674

675

676

677

678

679

680

SAP 1.2 DRAFT 5 Agency Cleared

The most recent interglacial interval has lasted slightly more than 10,000 years. Generally
warm conditions have prevailed compared with the average of the last 0.9 m.y. However,
important changes have been observed. These changes include broad warming and then cooling
in only millennia, abrupt events probably linked to the older abrupt changes, and additional
events with various spacings and sizes that have a range of causes, which will be described more

in Chapters 4 (temperature and precipitation history) and 5 (rates of Arctic climate change).

3.5 Chronology

In any discussion of past climate periods, we must use a time scale understandabl e to all
readers. Beyond the historical period, then, we must use time periods that are within the realm of
geology. Inthis report, we use two sets of terminology for prehistoric time periods, one for the
longer history of Earth and one for much more recent Earth history, approximately the past 2.6
m.y. (the Quaternary Period). For the longer period of Earth history, we use the terminology and
time scale adopted by the International Commission on Stratigraphy (Ogg, 2004). Thistime scale
iswell established and has been widely accepted throughout the geologic community. The

Quaternary Period is the youngest geologic period in thistime scale, and congtitutes the past

approximately 2.6 m.y. (http://www.stratigraphy.org/gssp.htm; Jansen et al., 2007) ( Figure

3.10). The Quaternary Period is of particular interest in this report, because thistime interval is

characterized by dramatic changes—between glacia and interglacial—in climate.

FIGURE 3.10 NEAR HERE

Some problems are associated with the use of time scales within the Quaternary Period.
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These problems are common to all geologic dating, but they assume additional importance in the
Quaternary because the focus during this geologically short, recent period is on relatively short-
lived events. Very few geologic records for the Quaternary Period are continuous, well dated,
and applicable to all other records of climate change. Furthermore, many geologic deposits
preserve records of eventsthat are time-transgressive or diachronous. That is, a particular
geologic event isrecorded earlier at one geographic location and later at another.

A good example of time-transgression is the most recent deglaciation of mid-continent North
America, theretreat of the Laurentide | ce Sheet. Although this retreat marked amajor shiftina
climate state, from a glacial period to an interglacia period, by itsvery natureit occurred at
different timesin different places. In midcontinental North America, the Laurentide | ce Sheet
had begun to retreat from its southernmost position in central Illinois after about 22.6 ka, but it
was still present in what is now northern llinois until after about 15.1 ka, and was still in
Wisconsin and Michigan until after about 12.9 ka (Johnson et al., 1997) (radiocarbon ages were
converted using the algorithm of Fairbanks et a., 2005), and in north-central Labrador until
about 6 ka (Dyke and Prest, 1987). Thus, the geologic record of when the present “interglacial”
period began is older in central lllinois than it isin northern Michigan, which in turn is older than
it isin southern Canada. Time transgression as a concept also applies to phenomena other than
geologic processes. Migration of plant communities (biomes) as aresult of climate change is not
an instantaneous process throughout a wide geographic region. Thus, many records of climate
change that reflect changes in plant communities will take place at different timesin aregion as
taxa within that community migrate.

Another difficulty is not with the geologic records themselves but with the terms used in

different regions to describe them. For example, “Sangamon” is the name of the last interglacial
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period in the mid-continent of North America (Johnson et a., 1997) and theterm “Eemian” is
used for the last interglacial period in Europe. However, North American workers apply the term
Sangamon primarily to rock-stratigraphic records (tills deposited by glaciers and old soils called
paleosols). The Sangamon interglacial is considered to have lasted several tens of thousands of
years, because no glacial ice was present in the mid-continent between the last major glacial
event (“lllinoian™) and the most recent one (“Wisconsinan™). In contrast, the term Eemian, used
by European workers, is often applied to pollen records and is reserved for aperiod of time,
perhaps less than 10,000 years, when climate conditions were as warm or warmer than present.
Nevertheless, it is crucial that at |east some terminology is used as a common basis for
discussion of geologic records of climate change during the Quaternary. In this report, we have
chosen to use the stages of the oxygen isotope record from foraminifersin deep-sea cores as our
terminology for discussing different intervals of time within the Quaternary Period. The
identification of glacial-interglacial changes in deep-sea cores, and the naming of stages for
them, began with alandmark report by Emiliani (1955). The oxygen isotope composition of
carbonate in foraminifer skeletons in the ocean shifts as climate shifts from glacial to interglacial
states (see section 4.4.1, above). These shifts are due both to changes in ocean temperature and
changes in the isotopic composition of seawater. The latter changes result from the shiftsin
oxygen isotopic composition of seawater, in turn afunction of ice volume on land. Because the
temperature and ice-volume influences on foraminiferal oxygen-isotope compositions are in the
same direction, the record of glacial-interglacial changes in deep-sea coresis particularly robust.
The oxygen isotope record of glacial-interglacial cycles has been studied and well
documented in hundreds of deep-sea cores. The same glacia-interglacial cycles are easily

identified in cores from all the world' s oceans (Bassinot, 2007). It is, therefore, truly a
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continuous and global record of climate change within the Quaternary Period. Furthermore, a
variety of geologic records of climate change show the same glacia-interglacial cyclesthat can
be compared and correlated with the deep-sea record. These geologic records include glacial
records (e.g., Booth et al., 2004; Andrews and Dyke, 2007), ice cores (e.g., NGRIP, 2004; Jouzel
et a., 2007), cave carbonates (e.g., Winograd et a., 1992, 1997), and eolian sediments (e.g., Sun
et a., 1999). Furthermore, deep-sea cores themselves sometimes contain, in addition to
foraminifers, other records of climate change such as pollen from past vegetation (e.g., Heusser
et a., 2000) or eolian (wind-deposited) sediments that record glacial and interglacia climates on
land (e.g., Hovan et al., 1991).

The time scales that have been devel oped for the oxygen isotope record are important to
understand. The mostly widely used time scales are those that have been devel oped by use of
“stacked” deep-sea core records (i.e., multiple core records, from more than one ocean) that are
in turn, “tuned” or “dated” by acombination of identification of dated paleomagnetic events and
an assumed forcing of climate change by changes in the parameters related to Earth-Sun orbital
geometry, precession, and obliquity.

Initially, dated paleomagnetic events were used with an assumed constant sedimentation
rate to provide afirst estimate of the timing of the main variations in the climate. Thetiming
closely matched the known periodicities in Earth-Sun orbital geometry, to a degree that provided
very high confidence that those known periodicities were affecting the climate. Then, this result
was used to fine-tune the dating by adjusting the sedimentation rates to allow closer match
between the data and the orbital periodicities. The practice is often referred to as “astronomical”
or “orbital” tuning. The strategy behind “ stacking” multiple records is to eliminate possible local

effects on a core and present a smoothed, global record. Several highly similar time scales have
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750  been developed using this approach. The most commonly cited are the SPECMAP studies of
751 Imbrieet a. (1984) and Martinson et al. (1987) ( Figure 3.11), and the more recent work of

752  Lisiecki and Raymo (2005).

753

754 FIGURE 3.11 NEAR HERE

755

756 However, there are disadvantages to using the astronomically tuned oxygen isotope records.

757  Very few deep-sea cores are dated directly, except in the upper parts that are within the range of
758  radiocarbon dating, or at widely spaced depths where paleomagnetic events are recorded. In

759  addition, after theinitial tests, the astronomical tuning approach assumes that the orbital

760 parameters, particularly precession and obliquity, are the primary forcing mechanisms behind
761  climate change on glacia-interglacial time scales in the Quaternary Period. Challenges to this
762  assumption are based on directly dated cave calcite records (Winograd et al., 1992, 1997) and
763  emergent coral reef terraces (Szabo et al., 1994; Gallup et a., 2002; Muhs et a., 2002), although
764  in genera the assumption appears to be more-or-less accurate. Additional assumptions, including
765  that response is proportional to forcing, are inherent in tuning.

766 Recognizing the assumptions inherent in the SPECMAP time scale, we use thistime scale

767  and the marine oxygen isotope stage terminology in this report for four reasons.

768 1. the wide acceptance and use in the scientific community,
769 2. the continuous nature of the record,
770 3. the global aspect of the record, and

771 4. the ability to subdivide the periods of time under consideration.

772  Regarding the latter, for example, the marine record can accommodate the problem in the use of
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“Sangamon,” as used in North America compared with “Eemian,” in Europe. The Sangamon
interglacial, as used by North Americans, includes all of marine isotope stage 5 (MIS 5), aswell
as perhaps parts of MI1S 4. However, the Eemian, as used by most European workers, would

include only MIS 5e or 5.5, an interval within the greater MIS 5.

3.6 Synopsis

Earth’s climate is a complex, interrelated system of air, water, ice, land surface, and living
things responding to the Sun’ s energy. Scientific understanding of this system has been
increasing rapidly, and the broad outline is now quite well known, although many details remain
obscure and further discoveries are guaranteed.

The climate system can be forced to change, but it also variesinternally without external
forcing. Both forced and unforced variations interact with various feedback processes that may
either amplify or reduce the resulting climate change, often with interesting patterns in space and
time.

Changesin the energy emitted by the Sun, the amount of that energy reaching Earth, the
amount of that energy reflected by Earth, and the greenhouse effect of the atmosphere are
important in controlling global climate. Changes in continental positions, ocean currents, wind
patterns, clouds, vegetation, ice, and more affect regional climates as well as contribute to the
global picture. The Sun has brightened dowly for billions of years, and its brightness shows very
small fluctuations measured in years to centuries. Features of Earth’s orbit change the latitudinal
and seasonal distribution of sunshine, and they have a small effect on total sunshine reaching the
planet over tens of thousands of years. Great tectonic forces in the Earth rearrange continents and

promote or reduce volcanic activity and growth of mountain ranges. All three affect greenhouse-

Chapter 3 Paleoclimate Concepts 36



796

797

798

799

800

801

802

803

804

805

806

807

808

809

810

811

812

SAP 1.2 DRAFT 5 Agency Cleared

gas concentrations and other features of the climate over millions of years or longer, and they
interact with changes in the biosphere in response to biological evolution. And, these general
statements omit many interesting and increasingly well-understood features of the system.

Many deposits of the Earth system—muds and cave formations and tree rings and ice layers
and many more—have characteristics that reflect the climate at the time of formation, that are
preserved after formation, and that reveal their age of formation. Careful consideration of these
deposits underlies paleoclimatol ogy, the study of past climates. Varied investigative techniques
focus on physical, chemical, isotopic, and biological indicators, and they provide surprisingly
complete histories of changes in time and space.

This report especially focuses on the last tens of millions of years. Thisinterval has been
characterized by dow cooling, leading from alargely ice-free world to ice-age cycling in
response to orbital changes. Both the cooling trend and the ice-age cycling were punctuated
occasionally by abrupt shifts. The last approximately 10,000 years have been areduced-ice
interglacial during the ice-age cycling, but they have experienced avariety of climate changes
linked to changing volcanism, ocean currents, solar output, and—recently evident—human

perturbation.

Chapter 3 Paleoclimate Concepts 37



812

813
814
815
816
817
818
819
820
821
822
823

SAP 1.2 DRAFT 5 Agency Cleared

107\ Reflected Solar Incoming 235 Qutgoing
Radiation 342 Solar Longwave
107 Wm™ Radiation Radiation
‘ 342 W m 235 W m™
Reflected by
Clouds and
tmosphere .
77 Emitted by’ 165 Atmospheric
Window

Greenhouse

\ Atmosphere
Absorbed by Gases

67 Atmosphere

324
Back
Radiation

“ (O
ace TNErmals gyang. Surface
transpiration Radlatlon

Absorbed b

Figure 3.1 Earth’s energy budget is a balance between incoming and outgoing radiation.
[Numbers are in watts per square meter of the Earth's surface, and some estimates may be
uncertain by as much as 20%.] Incoming shortwave radiation from the Sun entering Earth’s
atmosphere [342 W/m? may be reflected by clouds, or absorbed or reflected as longwave
radiation by the Earth. The greenhouse effect involves the absorption and reradiation of energy
by atmospheric greenhouse gases and particles, resulting in adownward flux of infrared
radiation (longwave) from the atmosphere to the surface (back radiation) causing higher surface
temperatures. In thisfigure, Earth isin energy balance with the total rate of energy lost from
Earth (107 W/m?) of reflected sunlight plus 235 W/m? of infrared [long-wave] radiation) equal to
the 342 W/m? of incident sunlight (Kiehl and Trenberth, 1997).
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Figure 3.2 Earth’s orbital variations (Milankovitch cycles) control the amount of sunlight
received (insolation) at a given place on Earth’s surface (Rahmstorf and Schellnhuber, 2006;
Jansen et al., 2007). E, variation in the eccentricity of the orbit (owing to variations in the minor
axis of the ellipse) with an approximate 100 k.y. periodicity; P, precession, changes in the
direction of the axis tilt at a given point of the orbit, which has an approximate 19 to 23 k.y.
periodicity; T, changes in the tilt (obliquity) of Earth’s axis, which has and approximate 41 k.y.

periodicity.

Chapter 3 Paleoclimate Concepts 39



832
833
834
835
836
837

SAP 1.2 DRAFT 5 Agency Cleared

oL

|

MONTH

T T T 711

TIME ka (thousands of years ago)
[countours in Watts per m?]

Figure 3.3. Milankovitch-driven monthly insolation anomalies (deviations from present), 20-0

ka at 60°N. Y axis, calendar months. Contours and numbers depict a history of insolation values.

Contours in watts per square meter (W/m?) (data from Berger and Loutre, 1992). Midsummer

insolation values at 11 ka exceeded 40 W/m?, whereas current values are less than 10 W/n?.

Chapter 3 Paleoclimate Concepts

40



837

838
839
840
841
842

SAP 1.2 DRAFT 5 Agency Cleared

A Global Land-Ocean Temperature Anomaly (°C)

[ IX

Base Period = 1951-1980
] B

N

£H T

1
g™ Annual Mean o
’ —— S-year Mean

o

s
I

2 i

b
ap

1880 1900 1920 1940 1960 1980

B 2001-2005 Mean Surface Temperature Anomaly (°C)
Global Mean =(0.54
e

Figure 3.4 Mean surface temperature anomalies for Earth relative to 1951-1980. Panel A, the

global average. Panel B, temperature anomalies 2000-2005. High northern latitudes show the

largest anomalies for this time period (Hansen et al., 2006).
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842
843
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844  Figure 3.5 Simulated spatial distribution of volcanic sulfate aerosols (kg/lkm?) produced by the

845  Laki (1783), Katmai (1912), Tambora (1815), and Pinatubo (1991) eruptions in the Arctic (region
846  shown, 66°-82°N. and 50°-35°W.). Blue, smaller than average deposits; yellow, orange, and red,
847 increasingly larger than average deposits (from Gao et al., 2007). Volcanic evidence derived from
848 44 ice cores; analysis used the NASA Goddard Institute for Space Studies (GISS) ModelE

849  climate model.
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851  Figure 3.6 Temperature response (derived from stable isotopes) in Greenland snow to large

852  volcanic eruptions reconstructed from the GISP2 ice core. (modified from Stuiver et al., 1995).

853

Chapter 3 Paleoclimate Concepts



853

854
855
856
857
858
859
860
861
862
863

SAP 1.2 DRAFT 5 Agency Cleared

Figure 3.7 The Sand Hills of western Nebraska. The Sand Hills cover 51,400 km? (about a
quarter of the state) and are the largest sand-dune deposit in the United States. They derive from
Pleistocene glacial outwash eroded from the Rocky Mountains and now stabilized by vegetation.
The hills are characterized by crowded crescent-shaped (barchan) dunes, general absence of
drainage, and numerous tiny lakes filling the closed depressions between dunes. (Photo credit:
NASA/GSFC/METI/ERSDAC/JAROS, and U.S./Japan ASTER Science Team. This ASTER
simulated natural color image was acquired September 10, 2001, covers an area of about 57.9 x
61.6 km, and is centered near 42.1° N. and 102.2° W.)
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Figure 3.8. Global compilation of more than 40 deep sea benthic 20 isotopic records taken

from Zachos et al. (2001), updated with high-resolution Eocene through Miocene records from
Billups et al. (2002), Bohaty and Zachos (2003), and Lear et al. (2004). Dashed blue bars, times
when glaciers came and went or were smaller than now; solid blue bars, ice sheets of modern
size or larger. (Figure and text modified from IPCC Chapter 6, Paleoclimate, Jansen et al., 2007.)
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871  Figure 3.9. Composite stack of 57 benthic oxygen isotope records (a proxy for temperature)
872  from a globally distributed network of marine sediment cores. This foraminifer 820 record
873 indicates low-magnitude climate changes from about 5.3-2.7 Ma, when the amplitude of the
874  foraminifer 'O signal increased markedly (data from Lisiecki and Raymo (2005) and

875  associated website)
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Figure 3.10. Cenozoic time periods as used in this report (modified from Ogg and 2004)
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Figure 3.11. Marine isotope stage (MIS) nomenclature and chronology used in this report (after

Imbrie et al., 1984; Martinson et al., 1987). Red numbers, interglacial intervals; blue numbers,

glacial intervals.
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ABSTRACT

The Arctic has undergone dramatic changes in temperature and precipitation
during the Cenozoic Era, the past 65 million years (Ma) of Earth history. Arctic summer
surface air temperature changes during this interval exceeded global average temperature
changes. Sufficient data are available for the past 4 Ma of Earth history to evalute the
difference between Arctic and global or hemispheric temperatures during times when the
mean climate was both warmer and colder than the past century. This evaluation
supports the concept of Arctic amplification. (Strong positive feedbacks—processes that
amplify the effects of a change in the controls on global temperature—produce larger
changes in temperature in the Arctic than elsewhere). Warm times in the past, those
periods when the Arctic was at least 1 °C warmer than the averge 20" Century
temperature in either summer or winter season, help to constrain scenarios for future
warming in the Arctic. Although past warm times are rarely ideal analogues of future
warming because the boundary conditions (such as continental positions and
topography) during past times of exceptional warmth may have differed from those of the
present. Nevertheless, many times of peak global warmth in the past are also times of
increased atmospheric greenhouse gases, and paleoclimate records help to define the
climate sensitivity of the planet to changes in both greenhouse gases and solar insolation,
and to quantify Arctic amplification.

At the start of the Cenozoic, 65 Ma ago, the planet was ice free; there was no sea
ice in the Arctic Ocean, nor was their a Greenland or an Antarctic ice sheet.

Atmospheric CO, levels were ca. 4 times those of the pre-industrial world (Berner and

Chapter 4 Temperature and Precipitation History 3
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Kothavala, 2001). General cooling through the Cenozoic is attributed mainly to a slow
drawdown of greenhouse gases in the atmosphere through the weathering of silicic rocks
that exceded the release of stored carbon through volcanism and reprocessing (Berner and
Kothavala, 2001). Over the past 65 Ma, atmospheric CO, has decreased about 1200
ppmv, or on average 1 ppmv for every 50 ka. This is much more gradual than the rate of
atmospheric CO, increase over the past 150 years of about 100 ppmv due to fossil fuel
combustion.

As the Arctic cooled, high-elevation mountain glaciers formed as did seasonal sea
ice in the Arctic Ocean, but a detailed record of changes in the Arctic is available only for
the last few million years. A global warm period that affected both seasons in the middle
Pliocene, about 3.5 Ma, is well represented in the Arctic; at that time extensive deciduous
forests occupied lands that now support only polar desert and tundra. Global oceanic and
atmospheric circulation was substantially different between 3 and 2.5 Ma ago than
subsequently. The development of the first continental ice sheets over North America
and Eurasia led to changes in the circulation of both the atmosphere and oceans. The
onset of continental glaciation is most clearly defined by the first appearance of rock
fragments in sediment cores from the central Atlantic Ocean about 2.6 Ma ago. These
rock fragments, often referred to as ice-rafted detritus (IRD) is too heavy to have blown
or been washed into the central Atlantic, and must have been delivered by large icebergs
emminating from continental ice sheets. The first appearance of IRD marks the onset of
the Quaternary Period (2.6-0 Ma), generally equated with “ice-age” time, even though a
small fraction (about 10%) of the time the ice sheets were very likely to have been as

small as or smaller than their present size. From about 2.7 to about 0.8 Ma, the ice sheets

Chapter 4 Temperature and Precipitation History 4



74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

SAP1.2 DRAFT 5 Agency Cleared

came and went about every 41 thousand years (ka), the same timing as cycles in the tilt of
Earth’s axis. Ice sheets grew when Earth’s tilt was at a minimum, resulting in less
seasonality (cooler summers, warmer winters), and they melted when tilt was at a
maximum and seasonality was at its greatest (warmer summers and cooler winters). For
the past 600 ka, ice sheets have grown larger and ice-age times have been longer, lasting
about 100 ka; those icy intervals have been separated by brief warm periods
(interglaciations), when sea level was close to present (ice volumes were close to
present). The duration of interglaciations ranges from about 10 ka to perhaps 40 ka. The
cause of the shift from 41 ka to 100 ka glacial cycles is still being debated. Most
explanations center on the continued gradual planetary cooling that may have produced
larger ice sheets that were more resistant to melting, or with removal of soft sedimentary
cover over bedrock in glaciated regions that, once removed, increased the frictional
coupling of the ice sheet to its bed, resulting in steeper ice-sheet profiles and thicker ice
sheets, again more resistant to melting (e.g. Clark & Pollard, 1998, Raymo et al., 2006,
Huybers, 2007, Bintanja et al., 2008).

The relatively warm planetary state during which human civilization developed is
the most recent of the warm interglaciations, the Holocene (about 11.5-0 ka). During the
penultimate warm interval, about 130-120 ka, solar energy in summer in the northern
high latitudes was greater than at any time in the current warm interval. As a
consequence, the Arctic summer was about 5°C warmer than at present and almost all
glaciers melted completely except for the Greenland Ice Sheet, and even it was reduced
in size substantially from its present extent. With the increased ice melt, sea level was

about 5 meters higher than present, with the extra melt coming from both Greenland and
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Antarctica as well as small glaciers (Overpeck et al., 2006; Meier et al., 2007). Although
sea ice is difficult to reconstruct, the evidence suggests that the central Arctic Ocean
retained some permanent ice cover or was periodically ice free, even though the flow of
warm Atlantic water into the Arctic Ocean was very likely to have been greater than
during the present warm interval.

The last glacial maximum peaked about 20 ka when mean annual temperatures
over parts of the Arctic were as much as 20°C lower than at present. Ice recession was
well underway by 16 ka, and most of the Northern Hemisphere ice sheets had melted by
7 ka ago. Solar energy due to Earth’s proxity to the Sun in summer rose in the Arctic
steadily from 20 ka ago to a maximum (10% higher than at present) about 11 ka ago and
has been decreasing since then, as the precession of the equinoxes has tilted the Northern
Hemisphere farther from the Sun in summer. The extra energy received in early Holocene
summers warmed summers throughout the Arctic about 1°-3°C above 20th century
averages, enough to completely melt many small glaciers throughout the Arctic (although
the Greenland Ice Sheet was only slightly smaller than present). Summer sea ice limits
were substantially smaller than their 20th century average, and the flow of Atlantic water
into the Arctic Ocean was substantially greater. As summer solar energy decreased in the
second half of the Holocene, glaciers re-established or advanced, sea ice extended, and
the flow of warm Atlantic water into the Arctic Ocean diminished. Late Holocene cooling
reached its nadir during the Little Ice Age (about 1250-1850 AD), when most Arctic
glaciers reached their maximum Holocene extent. During the warming of the past century
and a half, glaciers have receded throughout the Arctic, terrestrial ecosystems have

advanced northward, and perennial Arctic Ocean sea ice has diminished.

Chapter 4 Temperature and Precipitation History 6



120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

SAP1.2 DRAFT 5 Agency Cleared

Paleoclimate reconstructions of Arctic temperatures, compared with global
temperature changes during four key intervals in the past 4 Ma, allow a quantitative
estimate of Arctic amplification. These data suggest that Arctic temperature change is
three to four times as large as the global average temperature change during both warm
and cold intervals. If global warming forecasts are correct, this relation indicates that

Arctic temperatures are likely to increase dramatically in the next century.

4.1 Introduction

Recent instrumental records show that during the last few decades, surface air
temperatures throughout much of the far north have risen more rapidly than temperatures
in lower latitudes and usually about twice as fast (Delworth and Knutson, 2000; Knutson
et al., 2006). The remarkable reduction in Arctic Ocean summer sea ice in 2007 ( Figure
4.1) has outpaced the most recent predictions from available climate models (Stroeve et
al., 2008), but it is in concert with widespread reductions in glacier length, increased
borehole temperatures, increased coastal erosion, changes in vegetation and wildlife
habitats, the northward migration of marine life, and degradation of permafrost. On the
basis of the past century’s trend of increasing greenhouse gases, climate models forecast
continuing warming into the foreseeable future ( Figure 4.2) and a continuing
amplification in the Arctic of global changes (Serreze and Francis, 2006). As outlined by
the Arctic Climate Impact Assessment (ACIA, 2005), the sensitivity of the Arctic to
changed forcing is due to strong positive feedbacks in the Arctic climate system (see

Chapter 3.3). These feedbacks strongly amplify changes to the climate of the Arctic and
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143  also affect the global climate system.

144

145 FIGURE 4.1 NEAR HERE

146 FIGURE 4.2 NEAR HERE

147

148 Because strong Arctic feedbacks act on climate changes caused by either nature or by

149  humans, natural variability and human-caused changes are large in the Arctic, and separating
150  them requires understanding and characterization of its natural variability. The short time
151 interval for which instrumental data are available in the Arctic is not sufficient to characterize
152  that natural variability, so a paleoclimatic perspective is required.

153 This chapter focuses primarily on the history of temperature and precipitation in

154  the Arctic. These topics are important in their own right, and they also set the stage for

155  understanding the histories of the Greenland Ice Sheet and the Arctic Ocean sea ice,

156  which are described in Chapters 6 (History of the Greenland Ice Sheet) and 7 (Sea Ice

157  History). Because of the great interest in rates of change, and because of some technical

158  details in extracting rate of change from the broad history of temperature or precipitation,
159  careful consideration of rates of change is deferred to Chapter 5 (past rates of Arctic

160  climate change).

161 Before providing the history of temperature and precipitation in the Arctic, this

162  chapter supplements the discussion in Chapter 3 (paleoclimate concepts) on forcings,

163  feedbacks, and proxies by providing additional information on those aspects particularly

164  relevant to the histories of temperature and precipitation in the Arctic. The climate history

165  of the past 65 Ma is then summarized; it focuses on temperature and precipitation
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changes that span the full range of the Arctic’s natural climate variability and response
under different forcings. The authors place special emphasis on relevant intervals in the
past with a mean climate state warmer than the 20" Century average. Where possible,
causes of these changes are discussed. From these summaries, it is possible to estimate
the magnitude of polar amplification and to characterize how the Arctic system responds

to global warm times.

4.2 Feedbacks Influencing Arctic Temperature and Precipitation

The most commonly used measure of the climate is the mean surface air
temperature ( Figure 4.3), which is influenced by climate forcings and climate feedbacks.
As discussed with references in Chapter 3.2, important forcings during the past several
millennia have been changes in the distribution of solar radiation that resulted from
features of Earth’s orbit; volcanism; and changes in atmospheric greenhouse-gas
concentrations. On longer time scales (tens of millions of years), the long-term increase
in the solar constant (a 30% increase in the past 4600 Ma) was important, and the
redistribution of continental landmasses caused by plate motions also affected the

planetary energy balance.

FIGURE 4.3 NEAR HERE

How much the temperature changes in response to a forcing of a given magnitude

(or in response to the net magnitude of a set of forcings in combination) depends on the

Chapter 4 Temperature and Precipitation History 9
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sum of all of the feedbacks. Feedbacks can act in days or less or endure for millions of
years. The focus here is on faster feedbacks. For example, a warming may have many
causes (such as brighter Sun, higher concentration of greenhouse gases in the atmosphere,
less blocking of the Sun by volcanoes). Whatever the cause, warmer air moving over the
ocean tends to entrain more water vapor, which itself is a greenhouse gas, so more water
vapor in the atmosphere leads to a further rise in global mean surface temperature
(Pierrehumbert et al., 2007). The discussion below focuses on those feedbacks that are
especially linked to the Arctic. Several processes linked to ice-age cycling are included
here, because of the dominant role of northern land in supporting ice-sheet growth,
although ice-age processes (like some of the other processes discussed below) clearly

extend well beyond the Arctic.

4.2.1 Ice-albedo feedback

Ice and snow present highly reflective surfaces. The albedo of a surface is defined
as the reflectivity of that surface to the wavelengths of solar radiation. Fresh ice and snow
have the highest albedo of any widespread surfaces on the planet ( Figure 4.4), so it is
apparent that changes in the seasonal and areal distribution of snow and ice will exert
strong influences on the planetary energy balance (Peixoto and Oort, 1992). Open ocean,
on the other hand, has a low albedo; it absorbs almost all solar energy when the Sun angle
is high. Changes in albedo are most important in the Arctic summer, when solar radiation
is at a maximum, whereas changes in the winter albedo have little influence on the energy

balance because little solar radiation reaches the surface then. In general, warming

Chapter 4 Temperature and Precipitation History 10
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reduces ice and snow whereas cooling allows them to extend, so the changes in ice and

snow act as positive feedbacks to amplify climate changes (e.g., Lemke et al., 2007).

FIGURE 4.4 NEAR HERE

5.2.2 Ice-insulation feedback

In addition to its effects on albedo, sea ice also causes a positive insulation
feedback, primarily in the wintertime. Ice effectively blocks heat transfer between
relatively warm ocean (at or above the freezing point of seawater) and cold atmosphere
(which, in the Arctic winter, averages —40°C (Chapman and Walsh, 2007). If sea ice is
thinned by warming, then the ocean heats the overlying atmosphere in winter months,
amplifying that warming.

Feedbacks involving snow insulation of the ground are also important, through
their effects on vegetation and on permafrost temperature and its influence on storage or
release of greenhouse gases, as described in the next subsections (e.g., Ling and Zhang,

2007).

4.2.3 Vegetation feedbacks

A related terrestrial feedback involves changing vegetation. A warming climate
can cause tundra to give way to shrub vegetation. However, the shrub vegetation has a
lower albedo than tundra, and the shrubs thus cause further warming ( Figure 4.5)
(Chapin et al., 2005; Goetz et al., 2007). Interactions involving the boreal forest and

deciduous forest can also be important. When, as a result of warming, deciduous forest
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replaces evergreen boreal forest, then winter surface albedo increases—an example of a

negative feedback to the warming climate.(Bonan et al., 1992; Rivers and Lynch, 2004).

FIGURE 4.5 NEAR HERE

4.2.4 Permafrost feedbacks

Additional but poorly understood feedbacks in the Arctic involve changes in the
extent of permafrost and how changes in cloud cover interact both with permafrost and
with the release of carbon dioxide and methane from the land surface. Feedbacks between
permafrost and climate became widely recognized only in recent decades (building on the
works of Kvenvolden, 1988; 1993; MacDonald, 1990, and Haeberli et al., 1993. As
permafrost thaws under a warmer summer climate ( Figure 4.6), it is likely to release
more greenhouse gases such as CO, and methane from the decomposition of organic
matter previously sequestered in permafrost and in widespread Arctic yedoma deposits
(e.g., Vorosmarty, 2001; Thomas et al., 2002, Smith et al., 2004, Archer, 2007; Walter et
al., 2007). Because CO, and methane are greenhouse gases, atmospheric temperature is
likely to increase in turn, a positive feedback. Walter et al. (2007) suggest that methane
bubbling from the thawing of newly formed thermokarst lakes across parts of the Arctic
during deglaciation could account for as much as 33-87% of the increase in atmospheric
methane measured in ice cores. Such a release would have contributed a strong and rapid
positive feedback to warming during the last deglaciation, and it likely continues today

(Walter et al., 2006).
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FIGURE 4.6 NEAR HERE

4.2.5 Freshwater balance feedbacks and thermohaline circulation

The Arctic Ocean is almost completely surrounded by continents ( Figure 4.7).
Because precipitation is low over the ice-covered ocean (Serreze et al., 2006), the
freshwater input to the Arctic Ocean largely derives from the runoff from large rivers in
Eurasia and North America and by the inflow of relatively low-salinity Pacific water
through the Bering Strait. The Yenisey, Ob, and Lena are among the nine largest rivers on
Earth, and there are several other large rivers, such as the Mackenzie, that feed into the
Arctic Ocean (see Vorosmarty et al., 2008). The freshwater discharged by these rivers
dilutes the saltiness of ocean surface waters, maintaining low salinities on the broad,
shallow, and seasonally ice-free seas bordering the Arctic Ocean. The largest of these
border the Eurasian continent, where they serve as the dominant area in the Arctic Ocean
in which sea ice is produced (for some fundamentals on Arctic sea ice, see Barry et al.,
1993). Sea ice forms along the Eurasian margin and then drifts toward Fram Strait;
transit time is 2-3 years in the current regime. In the Amerasian part of the Arctic Ocean,
the clockwise-rotating Beaufort Gyre is the dominant ice-drift feature (see Figure 8.1).

Surface currents transport low-salinity surface water (its upper 50 m) and sea ice
(freshwater) out of the Arctic Ocean (e.g., Schlosser et al., 2000). Surface waters are
primarily exported from the Arctic Ocean to the northern North Atlantic (Nordic Seas)

through western Fram Strait, after which they follow the east coast of Greenland and exit

Chapter 4 Temperature and Precipitation History 13



280

281

282

283

284

285

286

287

288

289

290

291

292

293

294

295

296

297

298

299

300

301

302

SAP1.2 DRAFT 5 Agency Cleared

the Nordic Seas into the North Atlantic through Denmark Strait. A smaller volume of
surface water flows out through the inter-island channels of the Canadian Arctic
Archipelago, and it eventually reaches the North Atlantic through the Labrador Sea. The
low-saline outflow from the Arctic Ocean is compensated by a relatively warm inflow of
saline Atlantic water through eastern Fram Strait. Despite its warmth, Atlantic water has
sufficiently high salt content that its density is higher than the low-salinity surface waters.
The inflowing relatively dense Atlantic water is forced to sink beneath the colder, but
fresher, surface water upon entering the Arctic Ocean. North of Svalbard, Atlantic water
spreads as a boundary current into the Arctic Basin and forms the Atlantic Water Layer
(Morison et al., 2000). The strong vertical gradients of salinity and temperature in the
Arctic Ocean produce a relatively stable stratification. However, recent observations have
shown that in some areas in the Eurasian part of the Arctic Ocean, the warm Atlantic
layer mixes with the surface mixed layer (Rudels et al., 1996; Steele and Boyd, 1998;
Schauer et al., 2002), thereby limiting sea ice formation and promoting vertical heat
transfer to the Arctic atmosphere in winter. In recent decades circum-Arctic glaciers and
ice sheets have been losing mass (more snow and ice melting in summer than
accumulates as snow in winter) (Dowdeswell et al., 1997; Rignot and Thomas, 2002;
Meier et al., 2007), and since the 1930s river runoff to the Arctic Ocean has been
increasing (Peterson et al., 2002). Recent studies suggest that changes in river runoff
strongly influence the stability of Arctic Ocean stratification (Steele and Boyd, 1998;
Martinson and Steele, 2001; Bjork et al., 2002; Boyd et al., 2002; McLaughlin et al.,
2002; Schlosser et al., 2002).

In the North Atlantic, primarily in the Nordic Seas and the Labrador Sea,
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wintertime cooling of the relatively warm and salty waters increases its density. The
denser waters then sink and flow southward to participate in the global thermohaline
circulation (“thermo” for temperature and “haline” for salt, the two components that
determine density. This circulation system also is referred to as the meridional
overturning circulation (MOC). Although the two terms are sometimes used
interchangeably, the MOC is confined to the Atlantic Ocean where the phemomenon is
quantified by using tracers that show surface waters sinking in the Nordic and Labrador
seas. The thermohaline circulation refers to a conceptual model of vertical ocean
circulation that encompases the global ocean and is driven by the fact that colder and/or
saltier water sinks because it is denser than warmer or less salty water.

Continuing surface inflow from the south, which replaces the water sinking in the
Nordic and Labrador seas (MOC), promotes persistent open water rather than sea ice in
these regions. In turn, this lack of sea ice promotes notably warmer conditions, especially
in wintertime, over and near the North Atlantic and extending downwind across Europe
and beyond (Seager et al., 2002). Salt rejected from sea ice growing nearby very likely
contributes to the density of the adjacent sea water and to its sinking.

If the surface waters are made sufficiently less salty by an increase in freshwater
from runoff of melting ice or from direct precipitation, then the rate of sinking of those
surface waters will diminish or stop (e.g., Broecker et al., 1985). Results of numerical
models indicate that if freshwater runoff into the Arctic Ocean and the North Atlantic
increases as surface waters warm in the northern high latitudes, then the thermohaline
circulation in the North Atlantic will weaken, with consequences for marine ecosystems

and energy transport (e.g., Rahmstorf, 1996, 2002; Marotzke, 2000; Schmittner, 2005).
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Reducing the rate of North Atlantic thermohaline circulation likey has global as
well as regional effects (e.g., Obata, 2007). Oceanic overturning is an important
mechanism for transferring atmospheric CO, to the deep ocean. Reducing the rate of deep
convection in the ocean would allow a higher proportion of anthropogenic CO, to
remain in the atmosphere. Similarly, a slowdown in thermohaline circulation would
reduce the turnover of nutrients from the deep ocean, with potential consequences across

the Pacific Ocean.

4.2.6 Feedbacks during glacial-interglacial cycles

The polar ice sheets currently cover ca. 14 km? whereas at their Quaternary
maxima, as recently as 20 ka ago, they covered approximately twice that area, including
the modern sites of New York and Chicago. The growth and decay of the Quaternary ice
sheets were paced by the orbital variations often called Milankovitch forcings (e.g.,
Imbrie et al., 1993) described in Chapter 3 (paleoclimate concepts). There is little doubt
that the orbital forcings drove this glacial-interglacial cycling, but a remarkably rich and
varied literature debates the detailed mechanisms (see, e.g., Roe, 1999).

The generally accepted explanation of the glacial-interglacial cycling is that ice
sheets grew when limited summer sunshine at high northern latitudes allowed survival of
accumulated snow, and ice sheets shrank when abundant summer sunshine in the north
melted the ice. The north is more important than the south because the Antarctic has
remained ice covered during this cycling of the last million years and more, and there is

no other high-Ilatitude land in the south on which ice sheets could grow.
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The increased reflectivity produced by expanded ice contributed to cooling. This
effect is the ice-albedo feedback as described above, but with slower response controlled
by the flow of the great ice sheets. Atmospheric dust was more abundant in the ice ages
than in the intervening warm interglacials, and that additional ice-age dust contributed to
cooling by blocking sunlight. The changes in Earth’s orbit and ice-sheet growth led to
complex changes in the ocean-atmosphere system that shifted carbon dioxide from the air
to the ocean and reduced the atmospheric greenhouse effect. The carbon-dioxide changes
lagged behind the orbital forcing, and thus carbon dioxide was clearly a feedback, but the
large global cooling of the ice ages has been successfully explained only if the reduced
greenhouse effect is included (Jansen et al., 2007). By analogy, overspending a credit
card induces debt, which is made larger by interest payments on that debt. The interest
payments clearly lag the debt in time and did not cause the debt, but they contribute to the
size of the debt, and the debt cannot be explained quantitatively unless the interest
payments are included.

Abrupt climate changes have been associated with the ice-age cycles. The most
prominent and best known of these are linked to jumps in the wintertime extent of sea ice
in the North Atlantic, which in turn were linked to changes in the large-scale circulation
of the ocean (e.g., Alley, 2007), as described in the previous section. The associated
temperature changes were very large around the North Atlantic (as much as 10°C or
more) but much smaller in remote regions, and they were in the opposite direction in the
far south (northern cooling was accompanied by slight southern warming). Hence, the
globally averaged temperature changes were small and were probably linked primarily to

ice-albedo feedback and small changes in the strength of the greenhouse effect. As
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reviewed by Alley (2007), the large ice-age ice sheets seem to have both triggered these
abrupt swings and created conditions under which triggering was easier. Although such

events remain possible, they are less likely without the large ice sheet on Canada.

4.2.7 Arctic Amplification

The positive feedbacks outlined above amplify the Arctic response to climate
forcings. The ice-albedo feedback is potentially strong in the Arctic because it hosts so
much snow and ice (see Serreze and Francis, 2006 for additional discussion); if
conditions are too warm for snow to form, no ice-albedo feedback can exist. Climate
models initialized from modern or similar conditions and forced in various ways are in
widespread agreement that global temperature trends are amplified in the Arctic and that
the largest changes are over the Arctic Ocean during the cold season (autumn through
spring) (e.g., Manabe and Stouffer, 1980; Holland and Bitz, 2003; Meehl et al., 2007).
Summer changes over the Arctic Ocean are relatively damped, although summer changes
over Arctic lands are likely to be substantial (Serreze and Francis, 2006). The strong
wintertime changes over the Arctic Ocean are linked to the insulating character of sea ice.

Think first of an unperturbed climate in balance on annual time scales. During
summer, solar energy melts the sea ice cover. As the ice cover melts, areas of open water
are exposed. The albedo of the open water is much lower than that of sea ice, so the open
water gains heat. Because much of the solar energy goes into melting ice and warming
the ocean, the surface air temperature does not rise much and, indeed, over the melting
ice it stays fairly close to the freezing point. Through autumn and winter, when little or

no solar energy is received, this ocean heat is released back to the atmosphere. Until sea
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ice forms, heat stored in the ocean’s surface waters is transferred to the atmosphere,
limiting the extreme cold Arctic air temperatures despite the lack of solar energy. The
formation of sea ice itself further releases heat back to the atmosphere. And once the sea
ice is formed, it insulates the atmosphere from the relatively warm ocean waters allow
much colder surface air temperatures to develop.

However, if the climate warms (regardless of the forcing) then the summer melt
season lengthens and intensifies, and more areas of low-albedo open water form in
summer and absorb solar radiation. As more heat is gained in the upper ocean, more heat
is released back to the atmosphere in autumn and winter; this additional heat is expressed
as a rise in air temperature. Furthermore, because the ocean now contains more heat, the
ice that forms in autumn and winter is thinner, and therefor less insulating than before.
This thinner ice melts more easily in summer and produces even more low-albedo open
water that absorbs solar radiation, meaning even larger releases of heat to the atmosphere
in autumn and even thinner ice the next spring, and so on. The process can also work in
reverse. An initial Arctic cooling melts less ice during the summer and creates less low-
albedo open water. If less summer heat is gained in the ocean, then less heat is released
back to the atmosphere in autumn and winter, and air temperatures fall further .

Although the albedo feedback over the ocean seems to dominate, an albedo
feedback over land is much more direct. Under a warming climate, snow melts earlier in
spring and thus low-albedo tundra, shrub, and forest cover is exposed earlier and fosters
further spring warming. Similarly, later autumn snow cover will foster further autumn
warming. More snow-free days produce a longer period of surface warming and imply

warmer summers. Again, the process can work in reverse: initial cooling leads to more
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snow cover, fostering further cooling. Collectively, these processes result in stronger net
positive feedbacks to forced temperature change (regardless of forcing mechanism) than
is typical globally, thereby producing “Arctic amplification”.

During longer time intervals, an ice sheet such as the Laurentide Ice Sheet on
North America can grow, or an ice sheet such as that on Greenland can melt. This growth
or melting in turn influences albedo, freshwater fluxes to the ocean, broad patterns of
atmospheric circulation, greenhouse-gas storage or release in the ocean and on land, and

more.

4.3 Proxies of Arctic Temperature and Precipitation

Temperature and precipitation are especially important climate variables. Climate
change is typically driven by changes in key forcing factors, which are then amplified or
retarded by regional feedbacks that affect temperature and precipitation (section 5.2 and
4.2). Because feedbacks have strong regional variability, spatially variable responses to
hemispherically symmetric forcing are common throughout the Arctic (e.g., Kaufman et
al., 2004). Consequently, spatial patterns of temperature and precipitation must be
reconstructed regionally.

Reconstructing temperature and precipitation in pre-industrial times requires
reliable proxies (see section 4.3 for a general discussion of proxies) that can be used to
derive qualitative or, preferably, quantitative estimates of past climates. To capture the
expected spatial variability, proxy climate reconstructions must be spatially distributed

and span a wide range of geological time. In general, the use of several proxies to
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reconstruct past climates provides the most robust evidence for past changes in

temperature and precipitation.

4.3.1 Proxies for Reconstruction of Temperature

4.3.1a Vegetation/pollen records

Estimates of past temperature from data that describe the distribution of
vegetation (primarily fossil pollen assemblages but also plant macrofossils such as fruits
and seeds) may be relative (warmer or colder) or quantitative (number of degrees of
change). Most information pertains to the growing season, because plants are dormant in
the winter and so are less influenced by climate than during the growing season (but see
below). For example, evidence of boreal forest vegetation (the presence of one or more
boreal tree species) would be more strongly associated with warmer growing seasons
than would evidence of treeless tundra—and the general position of northern treeline
today approximates the location of the July 10 °C isotherm.

Indicator species are species with well studied and relatively restricted modern
climatic ranges. The appearance of these species in the fossil record indicates that a
certain climate milestone was reached, such as exceeding a minimum summer
temperature threshold for successful growth or a winter minimum temperature of freezing
tolerance ( Figure 4.8). This methodology was developed early in Scandinavia (lversen,
1944); Matthews et al. (1990) used indicator species to constrain temperatures during the
last interglaciation in northwest Canada, and Ritchie et al. (1983) used indicator species
to highlight early Holocene warmth in northwest Canada. The technique has been used

extensively with fossil insect assemblages.
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FIGURE 4.8 NEAR HERE

Methodologies for the numerical estimation of past temperatures from pollen
assemblages follow one of two approaches. The first is the inverse-modeling approach, in
which fossil data from one or more localities are used to provide temperature estimates
for those localities (this approach also underlies the relative estimates of temperature

described above). A modern “calibration set”” of data (in this case, pollen assemblages) is
related by equations to observed modern temperature, and the functions thus obtained are
then applied to fossil data. This method has been developed and applied in Scandinavia
(e.g., Seppd et al., 2004). A variant of the inverse approach is analogue analysis, in
which a large modern dataset with assigned climate data forms the basis for comparison
with fossil spectra. Good matches are derived statistically, and the resulting set of
analogues provides an estimate of the past mean temperature and accompanying
uncertainty (Anderson et al., 1989; 1991).

Inverse modeling relies upon observed modern relationships. Some plant species

were more abundant in the past than they are today, and the fossil pollen spectra they

113 17

produced may have no recognizable modern counterpart—so-called “*no-analogue
assemblages. Outside the envelope of modern observations, fossil pollen spectra, which
are described in terms of pollen abundance, cannot be reliably related to past climate.
This problem led to the adoption of a second approach to estimating past temperature (or

other climate variable) called forward modeling. The pollen data are not used to develop

numerical values but are used to test a “hypothesis” about the status of past temperature
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(a key ingredient of climate). The hypothesis may be a conceptual model of the status of
past climate, but typically it is represented by a climate-model simulation for a given time
in the past. The climate simulation drives a vegetation model that assigns vegetation
cover on the basis of bioclimatic rules (such as the winter minimums or required warmth
of summer growing temperatures mentioned above). The resultant map is compared with
a map of past vegetation developed from the fossil data. The philosophy of this approach
is described by Prentice and Webb (1998). Such data and models have been compared for
the Arctic by Kaplan et al. (2003) and Wohlfahrt et al. (2004). The great advantage of
this approach is that underlying the model simulation are hypothesized climatic
mechanisms; those mechanisms allow not only the description but also an explanation of

past climate changes.

4.3.1b Dendroclimatology

Seasonal differences in climate variables such as temperature and precipitation
throughout many parts of the world, including the high latitudes, are known to produce
annual rings that reflect distinct changes in the way trees grow and respond, year after
year, to variations in the weather (Fritts, 1976). Alternating light and dark bands
(couplets) of low-density early wood (spring and summer) and higher density late wood
(summer to late summer) have been used for decades to reproduce long time series of
regional climate change thought to directly influence the production of meristematic
cells in the trees’” vascular cambium, just below the bark. Cambial activity in many parts
of the northern boreal forests can be short; late wood production very likely starts in late

June and annual-ring width is complete by early August (e.g., Esper and Schweingruber,
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2004). Fundamental to the use of tree rings is the fact that the average width of a tree ring
couplet reflects some combination of environmental factors, largely temperature and
precipitation, but it can also reflect local climatic variables such as wind stress, humidity
and soil properties (see Bradley, 1999, for review). As a general guideline, growing
season conditions favorable for the production of wide annual rings tend to be
characterized by warmer than average summers with sufficient precipitation to maintain
adequate soil moisture. Narrow tree rings occur during unusually cold or dry growing
seasons.

The extraction of a climate signal from ring width and wood density
(dendroclimatology), relies on the identification and calibration of regional climate
factors and on the ability to distinguish local climate influences from regional noise (
Figure 4.9). How sites for tree sampling are selected is also important depending upon the
climatological signal of interest. Trees in marginal growth sites, perhaps on drier
substrates or near an ecological transition, are likely to be most sensitive to minor
changes in temperature stress or moisture stress. On the other hand, trees in less-marginal
sites likely reflect conditions of more widespread change. In the high latitudes, research
is commonly focused on trees at both the latitude and elevation limits of tree growth or of

the forest-tundra ecotone.

FIGURE 4.9 NEAR HERE

Pencil-sized increment cores or sanded trunk cross sections are routinely used for

stereomicroscopic examination and measurement ( Figure 4.10). A number of tree
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species are examined, most commonly varieties of the genera Larix (larch), Pinus (pine),
and Picea (spruce). Raw ring-width time series are typically generated at a resolution of
0.01 mm along one or more radii of the tree, and these data are normalized for changes in
ring width that reflect the natural increase in tree girth (a young tree produces wider
rings). Ring widths for a number of trees are then averaged to produce a master curve for
a particular site. The replication of many time series throughout a wide area at a
particular site permits extraction of a climate-related signal and the elimination of
anomalous ring biases caused by changes in competition or the ecology of any particular
tree. Abrupt growth that caused a large change in ring width ( Figure 4.9) can only be
causally evaluated based on forest-site characteristics; that is, if the change isn’t

replicated in nearby trees, it’s probably not related to climate.

FIGURE 4.10 NEAR HERE

Dendroclimatology is statistically laborious, and a variety of approaches are used
by the science community. Ring widths or ring density must first be calibrated by a
response-function analysis in which tree growth and monthly climatic data are compared
for the instrumental period. Once this is done, then cross-dated tree ring series reaching
back millennia can be used as predictors of past change. Principal-components analysis,
along with some form of multiple regression analysis, is commonly used to identify key
variables. A comprehensive review of statistical treatments is beyond the scope of this
report, but summaries can be found in Fritts (1976), Briffa and Cook (1990), Bradley

(1999, his Chapter 10), and Luckman (2007).
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4.3.1c Marine isotopic records

The oxygen isotope composition of the calcareous shells of planktic foraminifers
accurately records the oxygen isotope composition of ambient seawater, modulated by
the temperature at which the organisms built their shells (Epstein et al., 1953; Shackleton,
1967; Erez and Luz, 1982; Figure 4.11). (The term &0 refers to the proportion of the
heavy isotope, *°0, relative to the lighter, more abundant isotope, *°0.) However, the low
horizontal and vertical temperature variability found in Arctic Ocean surface waters (less
than —1°C) has little effect on the oxygen isotope composition of N. pachyderma (sin.)
(maximum 0.2%o., according to Shackleton, 1974). Because meteoric waters, discharged
into the ocean by precipitation and (indirectly) by river runoff, have considerably lower
880 values than do ocean waters, a reasonable correlation can be interpreted between
salinity and the oxygen isotope composition of Arctic surface waters despite the
complications of seasonal sea ice (Bauch et al., 1995; LeGrande and Schmidt, 2006).
Accordingly, the spatial variability of surface-water salinity in the Arctic Ocean is
recorded today by the &0 of planktic foraminifers (Spielhagen and Erlenkeuser, 1994;

Bauch et al., 1997).

FIGURE 4.11 NEAR HERE

The 880 values of planktic foraminifers in cores of ancient sediment from the

deep Arctic Ocean vary considerably on millennial time scales (e.g., Aksu, 1985; Scott et

al., 1989; Stein et al., 1994; Ngrgaard-Pedersen et al., 1998; 2003; 2007a,b; Polyak et al.,
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2004; Spielhagen et al., 2004; 2005). The observed variability in foraminiferal 5'%0
commonly exceeds the change in the isotopic composition of seawater that results merely
from storing, on glacial-interglacial time scales, isotopically light freshwater in glacial ice
sheets (about 1.0-1.2%o 5'®0) (Fairbanks, 1989; Adkins et al., 1997; Schrag et al. 2002).
Changes with time in freshwater balance of the near-surface waters, and in the
temperature of those waters, are both recorded in the §*%0 values of foraminifer shells.
Moreover, in cases where independent evidence of a regional warming of surface waters
is available (e.g., in the eastern Fram Strait during the last glacial maximum; Ngrgaard-
Pedersen et al., 2003), this warming is thought to have been caused by a stronger influx
of saline Atlantic Water. Because salinity influences &0 of foraminfer shells from the
Arctic Ocean more than temperature does, it is difficult to reconstruct temperatures in the

past on the basis of systematic variations in calcite 520 in Arctic Ocean sediment cores.

4.3.1d Lacustrine isotopic records

Isotopic records preserved in lake sediment provide important paleoclimatic
information on landscape change and hydrology. Lakes are common in high-latitude
landscapes, and sediment deposited continuously provides uninterrupted, high-resolution

records of past climate ( Figure 4.12).

FIGURE 4.12 NEAR HERE

Oxygen isotope ratios in precipitation reflect climate processes, especially

temperature (see 4.3.1e). The oxygen isotope ratios of shells and other materials in lakes
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primarily reflect ratios of the lake water. The isotopic ratios in the lake water are
dominantly controlled by the isotopic ratios in precipitation—unless evaporation from the
lake is sufficiently rapid, compared with inflow of new water, to shift the isotopic ratios
towards heavier values by preferentially removing isotopically lighter water. Those lakes
that have streams entering and leaving (open lakes) have isotopic ratios that are generally
not affected much by evaporation, as do some lakes supplied only by water flow through
the ground (closed lakes). These lakes allow isotopic ratios of shells and other materials
in them to be used to reconstruct climate, especially temperature. However, some closed
lakes are affected notably by evaporation, in which case the isotopic ratios of the lake are
at least in part controlled by lake hydrology. Unless independent evidence of lake
hydrology is available, quantitative interpretation of 520 is difficult. Consequently, §'°0
is normally combined with additional climate proxies to constrain other variables and
strengthen interpretations. For example, in rare cases, ice core records that are located
near lakes can provide an oxygen isotope record for direct comparison (Fisher et al.,
2004; Anderson and Leng, 2004; Figure 4.13). Oxygen isotope ratios are relatively easy
to measure on carbonate shells or other carbonate materials. Greater difficulty, which
limits the accuracy (i.e., the time-resolution) of the records, is associated with analyses of
oxygen isotopes in silica from diatom shells (Leng and Marshall, 2004) and in organic
matter (Sauer et al., 2001; Anderson et al., 2001). Additional uncertainty arises with
organic matter because its site of origin is unknown: although some of it grew in the lake,
some was also washed in and is likely to have been stored on the landscape for an

indeterminate time previously.
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FIGURE 4.13 NEAR HERE

4.3.1e Ice cores

The most common way to deduce temperature from ice cores (Figures 5.13 and
5.14) is through the isotopic content their water, i.e., the ratio of H,*0 to H,'°0, or of
HDO to H,O (where D is deuterium, H). The ratios are expressed as 50 and D
respectively, relative to standard mean ocean water (SMOW). Pioneering studies
(Dansgaard, 1964) showed how 50 is related to climatic variables in modern
precipitation. At high latitudes both %0 and 8D are generally, with some caveats,
considered to represent the mean annual temperature at the core site, and the use of both
measures together offers additional information about conditions at the source of the
water vapor (e.g., Dansgaard et al., 1989). Recent work by Werner et al. (2000), however,
demonstrates that changes in the seasonal cycle of precipitation over the ice sheets can

affect measurements of ice-core temperature.

FIGURE 4.14 NEAR HERE

The underlying idea is that an air mass loses water vapor by condensation as it
travels from a warm source to a cold (polar) site. This point is easily shown by the nearly
linear relationship between precipitation and temperature over modern ice sheets ( Figure
4.15). Water that contains the heavy isotopes has a lower vapor pressure, so the heavy
isotope preferentially condenses into rain or snow, and the air mass becomes

progressively depleted of the heavy isotope it moves to colder sites. It can easily be
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shown from spatial surveys (Johnsen et al., 1989) and, indeed, from modeling studies
using models enabled with water isotopes (e.g., Hoffmann et al., 1998; Mathieu et al.,
2002) that a good spatial relationship between temperature and water isotope ratio exists.

The relationship is

d=aT+b
where T is mean annual surface temperature, and & is annual mean 820 or 8D value in
precipitation in the polar regions, and the slope, a, has values typically around 0.6 for

Greenland 0.

FIGURE 4.15 NEAR HERE

Temperature is not the only factor that can affect isotopic ratios. Changes in the
season when snow falls, in the source of the water vapor, and other things are potentially
important (Jouzel et al., 1997; Werner et al., 2000) ( Figure 4.16). For this reason, it is
common whenever possible to calibrate the isotopic ratios using additional
paleothermometers. For short intervals, instrumental records of temperature can be
compared with isotopic ratios (e.g., Shuman et al., 1995). The few comparisons that have
been done (summarized in Jouzel et al., 1997) tend to show &/T gradients that are slightly
lower than the spatial gradient. Accurate reconstructions of past temperature, but with
low time resolution, are obtained from the use of borehole thermometry. The center of the
Greenland Ice Sheet has not finished warming from the ice age, and the remaining cold

temperatures reveal how cold the ice age was (Cuffey et al., 1995; Johnsen et al., 1995).
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Additional paleothermometers are available that use a thermal diffusion effect. In this
effect, gas isotopes are separated slightly when an abrupt temperature change at the
surface creates a temperature difference between the surface and the region a few tens of
meters down, where bubbles are pinched off from the interconnected pore spaces in old
snow (called firn). The size of the gas-isotope shift reveals the size of an abrupt warming,
and the number of years between the indicators of an abrupt change in the ice and in the
bubbles trapped in ice reveals the temperature before the abrupt change—if the snowfall
rate before the abrupt change is known (Severinghaus et al., 1998; Severinghaus and
Brook, 1999; Huber et al., 2006). These methods show that the value of the &/T slope
produced by many of the large changes recorded in Greenland ice cores was considerably
less (typically by a factor of 2) than the spatial value, probably because of a relatively
larger reduction in winter snowfall in colder times (Cuffey et al., 1995; Werner et al.,
2000; Denton et al., 2005). The actual temperature changes were therefore larger than

would be predicted by the standard calibration.

FIGURE 4.16 NEAR HERE

In summary, water isotopes in polar precipitation are a reliable proxy for mean
annual air temperature, but for quantitative use, some means of calibrating them is
required. They may be calibrated either against instrumental data by using an alternative
estimate of temperature change, or through modeling, even for ice deposited during the

Holocene (Schmidt et al., 2007).
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4.3.1f Fossil assemblages and sea surface temperatures

Different species live preferentially at different temperatures in the modern ocean.
Modern observations can be used to learn the preferences of species. An inherent
assumption is that species maintain their preferences through time. With that assumption,
the mathematical expression of these preferences plus the history of where the various
species lived in the past can then be used to interpret past temperatures (Imbrie and Kipp,
1971; CLIMAP, 1981). This line of reasoning is primarily applied to near-surface
(planktic) species, and especially to foraminifers, diatoms, and dinoflagellates. The
presence or absence and the relative abundance of species can be used. Such methods are
now commonly supported by sea-surface temperature estimates using emerging

biomarker techniques outlined below.

4.3.1g Biogeochemistry

Within the past decade, two new organic proxies have emerged that can be used
to reconstruct past ocean surface temperature. Both measurements are based on
quantifying the proportions of biomarkers—molecules produced by restricted groups of
organisms—preserved in sediments. In the case of the “U¥'3; index” (Brassell et al., 1986
; Prahl et al., 1988), a few closely related species of coccolithophorid algae are entirely
responsible for producing the 37-carbon ketones (“alkenones™) used in the
paleotemperature index, whereas crenarcheota (archea) produce the tetra-ether lipids that
make up the TEXgs index (Wuchter et al., 2004). Although the specific function that the
alkenones and glycerol dialkyl tetraethers serve for these organisms is unclear, the

relationship of the biomarker U¥3; index to temperature has been confirmed
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experimentally in the laboratory (Prahl et al., 1988) and by extensive calibrations of
modern surface sediments to overlying surface ocean temperatures (Muller et al., 1998,
Conte et al., 2006, Wuchter et al., 2004).

Biomarker reconstructions have several advantages for reconstructing sea surface
conditions in the Arctic. First, in contrast to §'20 analyses of marine carbonates (outlined
above), the confounding effects of salinity and ice volume do not compromise the utility
of biomarkers as paleotemperature proxies (a brief discussion of caveats in the use of
U357 is given below). Both the U¥'5; and TEXgs proxies can be measured reproducibly to
high precision (analytical errors correspond to about 0.1°C for U¥'5; and 0.5°C for
TEXgs), and sediment extractions and gas or liquid chromatographic detections can be
automated for high sampling rates. The abundances of biomarkers also provide insights
into the composition of past ecosystems, so that links between the physical oceanography
of the high latitudes and carbon cycling can be assessed. And lastly, organic biomarkers
can usually be recovered from Arctic sediments that do not preserve carbonate or
siliceous microfossils. It should be noted, however, that the harsh conditions of the
northern high latitudes mean that the organisms producing the alkenone and tetraethers
possibly were excluded at certain times and places; thus, continuous records cannot be
guaranteed.

The principal caveats in using biomarkers for paleotemperature reconstructions
come from ecological and evolutionary considerations. Alkenones are produced by algae
that are restricted to the region of abundant light (the photic zone), so paleotemperature
estimates based on them apply to this layer, which approximates the sea surface

temperature. In the vast majority of the ocean, the alkenone signal recorded by sediments
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closely correlates with mean annual sea-surface temperature (Muller et al., 1998; Conte et
al., 2006; Figure 4.17). However, in the case of highly seasonal high-latitude oceans, the
temperatures inferred from the alkenone U*'s; index may better approximate summer
surface temperatures than mean annual sea-surface temperature. Furthermore, past
changes in the season of production could bias long-term time series of past temperatures
that are based on the U¥'5; proxy. Depending on water column conditions, past production
could have been highly focused toward a short (summer?) or a more diffuse (late spring—
early fall?) productive season. A survey of modern surface sediments in the North
Atlantic (Rosell-Mele et al., 1995) shows that the seasonal bias in alkenone unsaturation
is not important except at high (greater than 65°N.) latitudes (Rosell-Mele et al., 1995). A
possible additional complication with the U¥5; proxy is that in the Nordic Seas an
additional alkenone (of the 37:4 type) is common, although it is rare or absent in most of
the world ocean including the Antarctic. The relatively fresh and cold waters of the
Nordic Seas likely affect alkenone production by the usual species, or the mixture of
species that produce alkenone. Regardless, this oddity suggests caution in applying the
otherwise robust global calibration of alkenone unsaturation to Nordic Sea surface

temperature (Rosell-Mele and Comes, 1999).

FIGURE 4.17 NEAR HERE

In contrast to the near-surface restriction of the algae producing the U¥5;

proxy, the marine crenarcheota that produce the tetraether membrane lipids used in the

TEXgs index can range widely through the water column. In situ analyses of particles
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suspended in the water column show that the tetraether lipids are most abundant in winter
and spring months in many ocean provinces (Wuchter et al., 2005) and are present in
large amounts below 100 m depth. However, it appears that the chemical basis for the
TEXgs proxy is fixed by processes in the upper lighted (photic) zone, so that the
sedimentary signal originates near the sea surface (Wuchter et al., 2005), just as for the
U¥3; proxy. No studies have yet been conducted to assess how high-latitude seasonality
affects the TEXgs proxy.

As for many other proxies, use of these biomarker proxies is based on the
assumption that the modern relation between organic proxies and temperature was the
same in the past. The two modern (and genetically closely related) species producing the
alkenones in the U¥'5; proxy can be traced back in time in a continuous lineage to the
Eocene (about 50 Ma), and alkenone occurrences coincide with the fossil remains of the
ancestral lineage in the same sediments (Marlowe et al., 1984). One might suppose that
past evolutionary events in the broad group of algae that includes these species might
have produced or eliminated other species that generated these chemicals but with a
different relation to temperature. However, other such species would cause jumps in
climate reconstructions at times of evolutionary events in the group, and no such jumps
are observed. The TEXgs proxy can be applied to marine sediments 70-100 million years
old. The working assumption is, therefore, that both organic proxies can be applied
accurately to sediments containing the appropriate chemicals.

Because these biomarker proxies depend on changes in relative abundance of
chemicals, it is important that natural processes after death of the producing organisms do

not preferentially break down one chemical and thus change the ratio. Fortunately, the
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ratio appears to be stable (Prahl et al., 1989; Grice et al., 1998, Teece et al., 1998;
Herbert, 2003; Schouten et al., 2004). An additional complication is that sediments can
be moved around by ocean currents, so that the material sampled at one place might have
been produced in another place under different climate conditions (Thomsen et al., 1998;
Ohkouchi et al., 2002). Ordinarily, lengthy transport of biomarkers into a depositional
site is rare and volumes are small compared with the supply from the productive ocean
above, so that the proxy indeed records local climate. However, at some times and places,
the Arctic has been comparatively unproductive, so that transport from other parts of the
ocean, or from land in the case of the TEXgs proxy, likely was important (Weijers et al.,

2006).

4.3.1h Biological proxies in lakes

Lakes and ponds are common in most Arctic regions and provide useful records
of climate change (Smol and Cumming, 2000; Cohen, 2003; Schindler and Smol, 2006;
Smol 2008). Many different biological climate proxies are preserved in Arctic lake and
pond sediments (Pienitz et al., 2004). Diatom shells (Douglas et al., 2004) and remains of
non-biting midge flies (chironomid head capsules; Bennike et al., 2004) are among the
biological indicators most commonly used to reconstruct ancient Arctic climate ( Figure
4.18). The approach generally used by those who study the history of lakes
(paleolimnologists) is first to identify useful species— those that grow only within a
distinct range of conditions. Then, the modern conditions preferred by these indicator
species are determined, as are the conditions beyond which these indicator species cannot

survive. (Typically used are surface sediment calibration sets or training sets to which are

Chapter 4 Temperature and Precipitation History 36



808

809

810

811

812

813

814

815

816

817

818

819

820

821

822

823

824

825

826

827

828

829

830

SAP1.2 DRAFT 5 Agency Cleared

applied statistical approaches such as canonical correspondence analysis and weighted
averaging regression and calibration; see Birks, 1998.) The resulting mathematical
relations (or transfer functions such as those used in marine records) are then used to
reconstruct the environmental variables of interest, on the basis of the distribution of
indicator assemblages preserved in dated sediment cores (Smol, 2008). Where well-
calibrated transfer functions are not available, such as for some parts of the Arctic, less-
precise climate reconstructions are commonly based on the known ecological and life-

history characteristics of the organisms.

FIGURE 4.18 NEAR HERE

Ideally, sedimentary characteristics would be linked directly to key climatic
variables such as temperature (e.g., Pienitz and Smol, 1993; Joynt and Wolfe, 2001;
Bigler and Hall, 2003; Bennike et al., 2004; Larocque and Hall, 2004;Woller et al. 2004,
Finney et al., 2004, other chapters in Pienitz et al., 2004; Barley et al., 2006; Weckstrém
et al., 2006;). However, lake sediments typically record conditions in the lake that are
only indirectly related to climate (Douglas and Smol, 1999). For example, lake
ecosystems are strongly influenced by the length of the ice-free versus the ice-covered
season, by the Sun-blocking effect of any snow cover on ice ( Figure 4.19) (e.g., Smol,
1988; Douglas et al., 1994; Sorvari and Korhola, 1998; Douglas and Smol, 1999; Sorvari
et al., 2002; Ruhland et al., 2003; Smol and Douglas, 2007a) and by the existence or
absence of a seasonal layer of warm water near the lake surface that remains separate

from colder waters beneath ( Figure 4.20). Shells and other features in the lake sediment
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record the species living in the lake and conditions under which they grew. These factors
rather directly reflect the ice and snow cover and lake stratification and only indirectly

reflect the atmospheric temperature and precipitation that control the lake conditions.

FIGURE 4.19 NEAR HERE

FIGURE 4.20 NEAR HERE

4.3.1i Insect proxies.

Insects are common and typically are preserved well in Arctic sediment. Because
many insect types live only within narrow ranges of temperature or other environmental
conditions, the remains of particular insects in old sediments provides useful information
on past climate.

Calibrating the observed insect data to climate involves extensive modern and
recent studies, together with careful statistical analyses. For example, fossil beetles are
typically related to temperature using what is known as the Mutual Climatic Range
method (Elias et al., 1999; Bray et al., 2006). This method quantitatively assesses the
relation between the modern geographical ranges of selected beetle species and modern
meteorological data. A “climate envelope” is determined, within which a species can
thrive. When used with paleodata, the method allows for the reconstruction of several

parameters such as mean temperatures of the warmest and coldest months of the year.

4.3.1j Sand dunes When plant roots anchor the soil, sand cannot blow around to

make dunes. In the modern Arctic, and especially in Alaska ( Figure 4.21) and Russia,
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sand dunes are forming and migrating in many places where dry, cold conditions restrict
vegetation. During the last glacial interval and at some other times, dunes formed in
places that now lack active dunes and indicate colder or drier conditions at those earlier
times (Carter, 1981; Oswald et al., 1999; Beget, 2001; Mann et al., 2002). Some wind-
blown mineral grains are deposited in lakes. The rate at which sand and silt are deposited
in lakes increases as nearby vegetation is removed by cooling or drying, so analysis of the
sand and silt in lake sediments provides additional information on the climate (e.g.,

Briner et al., 2006).

FIGURE 4.21 NEAR HERE

4.3.2 Proxies for Reconstruction of Precipitation

In the case of sand dunes described above, separating the effects of changing
temperature from those of changing precipitation is likely to be difficult, but additional
indicators such as insect fossils in lake sediments very likely help by constraining the
temperature. In general, precipitation is more difficult to estimate than is temperature, so
reconstructions of changes in precipitation in the past are less common, and typically less

quantitative, than are reconstructions of past temperature changes.

4.3.2a Vegetation-derived precipitation estimates Different plants live in wet
and dry places, so indications of past vegetation provide estimates of past wetness. Plants
do not respond primarily to rainfall but instead to moisture availability. Availability is

primarily controlled in most places by the difference between precipitation and
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evaporation, although some soils carry water downward so efficiently that dryness occurs
even without much evaporation.

Much modern tundra vegetation grows where precipitation exceeds evaporation.
Plants such as Sphagnum (bog moss), cotton-grass (Eriophorum), and cloudberry (Rubus
chamaemorus) indicate moist growing conditions. In contrast, grasses dominate dry
tundra and polar semi-desert. Such differences are evident today (Oswald et al., 2003)
and can be reconstructed from pollen and larger plant materials (macrofossils) in
sediments. Some regions of Alaska and Siberia retain sand dunes that formed in the last
glacial maximum but are inactive today; typically, those regions are near areas that had
grasses then but now have plants requiring greater moisture (Colinvaux, 1964; Ager and
Brubaker, 1985; Lozhkin et al. 1993; Goetcheus and Birks 2001, Zazula et al., 2003).

In Arctic regions, deep snow cover very likely allows the persistence of shrubs
that would be Killed if exposed during the harsh winter cold and wind. For example,
dwarf willow can survive if snow depths exceed 50 cm (Kaplan et al., 2003). Siberian
stone pine requires considerable winter snow to weigh down and bury its branches
(Lozhkin et al, 2007). The presence of these species therefore indicates certain minimum
levels of winter precipitation.

Moisture levels can also be estimated quantitatively from pollen assemblages by
means of formal techniques such as inverse and forward modeling, following techniques
also used to estimate past temperatures. Moisture-related transfer functions have been
developed, in Scandinavia for example (Seppd and Hammarlund, 2000). Kaplan et al.
(2003) compared pollen-derived vegetation with vegetation derived from model

simulations for the present and key times in the past. The pollen data indicated that model
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simulations for the Last Glacial Maximum tended to be “too moist”—the simulations
generated shrub-dominated biomes whereas the pollen data indicated drier tundra

dominated by grass.

4.3.2b Lake-level derived precipitation estimates In addition to their other uses
in paleoclimatology as described above, lakes act as natural rain gauges. If precipitation
increases relative to evaporation, lakes tend to rise, so records of past lake levels provide
information about the availability of moisture.

Most of the water reaching a lake first soaked into the ground and flowed through
spaces as groundwater, before it either seeped directly into the lake or else came back to
the surface in a stream that flowed into the lake. Smaller amounts of water fall directly on
the lake or flow over the land surface to the lake without first soaking in (e.qg.,
MacDonald et al., 2000b). Lakes lose water to streams (“overflow”), as outflow into
groundwater, and by evaporation. If water supply to a lake increases, the lake level will
rise and the lake will spread. This spread will increase water loss from the lake by
increasing the area for evaporation, by increasing the area through which groundwater is
leaving and the “push” (hydraulic head) causing that outflow, and perhaps by forming a
new outgoing stream or increasing the size of an existing stream. Thus, the level of a lake
adjusts in response to changes in the balance between precipitation and evaporation in the
region feeding water to the lake (the catchment). Because either an increase in
precipitation or a reduction in evaporation will cause a lake level to rise, an independent
estimate of either precipitation or evaporation is required before one can estimate the

other on the basis of a history of lake levels (Barber and Finney, 2000).
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Former lake levels can be identified by deposits such as the fossil shoreline they
leave ( Figure 4.22); sometimes these deposits are preserved under water and can be
recognized in sonar surveys or other data, and these deposits can usually be dated.
Furthermore, the sediments of the lake very likely retain a signature of lake-level
fluctuations: coarse-grained material generally lies near the shore and finer grained
materials offshore (Digerfeldt, 1988), and these too can be identified, sampled, and dated

(Abbott et al., 2000).

FIGURE 4.22 NEAR HERE

For a given lake, modern values of the major inputs and outputs can be obtained
empirically, and a model can then be constructed that simulates lake-level changes in
response to changing precipitation and evaporation. Allowable pairs of precipitation and
evaporation can then be estimated for any past lake level. Particularly in cases where
precipitation is the primary control of water depth, it is possible to model lake level
responses to past changes in precipitation (e.g., Vassiljev, 1998; Vassiljev et al., 1998).
For two lakes in interior Alaska, this technique suggested that precipitation now was as
much as 50% lower than at the time of the Last Glacial Maximum (about 20 ka) (Barber
and Finney, 2000).

Biological groups living within lakes also leave fossil assemblages that can be
interpreted in terms of lake level by comparing them with modern assemblages. In all
cases, factors other than water depth (e.g., conductivity and salinity) likely influence the

assemblages (MacDonald et al., 2000b), but these factors are themselves likely to be
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indirectly related to water depth. Aquatic plants, which are represented by pollen and
macrofossils, tend to dominate from nearshore to moderate depths, and shifts in the
abundance of pollen or seeds in one of more sediment profiles can indicate relative water-
level changes (Hannon and Gaillard, 1997; Edwards et al., 2000). Diatom and chironomid
(midge) assemblages may also be related quantitatively to lake depth by means of inverse
modeling and the transfer functions used to reconstruct past lake levels (Korhola et al.,
2000; llyashuk et al., 2005).

The great variety of lakes, and the corresponding range of sedimentary indicators,
requires that field scientists be broadly knowledgeable in selecting which lakes to study
and which techniques to use in reconstructions. For some important case studies, see
Hannon and Gaillard, 1997; Abbott et al., (2000), Edwards et al., (2000), Korhola et al.,

2000; Pienitz et al., (2000), Anderson et al., (2005), and Ilyashuk et al., 2005).

4.3.2c Precipitation estimates from ice cores. Ice cores provide a direct way of
recording the net accumulation rate at sites with permanent ice. The initial thickness of an
annual layer in an ice core (after mathematically accounting for the amount of air trapped
in the ice) is the annual accumulation. Most ice cores are drilled in cold regions that
produce little meltwater or runoff. Furthermore, sublimation or condensation and snow
drift generally account for little accumulation, so that accumulation is not too different
from the precipitation (e.g., Box et al., 2006). The thickness of layers deeper in the core
must be corrected for the thinning produced as the ice sheet spreads and thins under its
own weight, but for most samples this correction can be made with much accuracy by

using simple ice flow models (e.g., Alley et al., 1993; Cuffey and Clow, 1997).
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The annual-layer thickness can be recorded using any component that varies
regularly with a defined seasonal cycle. Suitable components include visible layering
(e.g. Figure 4.14a), which responds to changes in snow density or impurities (Alley et
al., 1997), the seasonal cycle of water isotopes (Vinther et al., 2006), and seasonal cycles
in different chemical species (e.g. Rasmussen et al., 2006). Using more than one
component gives extra security to the combined output of counted years and layer
thicknesses.

Although the correction for strain (layer thinning) increases the uncertainty in
estimates of absolute precipitation rate deeper in ice cores, estimates of changes in
relative accumulation rate along an ice core can be considered reliable (e.g., Kapsner et
al., 1995). Because the accumulation rate combines with the temperature to control the
rate at which snow is transformed to ice, and because the isotopic composition of the
trapped air (Sowers et al., 1989) and the number of trapped bubbles in a sample (Spencer
et al., 2006) record the results of that transformation, then accumulation rates can also be
estimated from measurements of these parameters plus independent estimation of past

temperature using techniques described above.

4.4 Arctic Climate over the past 65 Ma

During the past 65 Ma (the Cenozoic), the Arctic has experienced a greater

change in temperature, vegetation, and ocean surface characteristics than has any other

Northern Hemisphere latitudinal band (e.g., Sewall and Sloan, 2001; Bice et al., 2006;

and see results presented below). Those times when the Arctic was unusually warm offer
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insights into the feedbacks within the Arctic system that can amplify changes imposed
from outside the Arctic regions. Evidence from which the Cenozoic history of climate in
the Arctic is reconstructed is presented below, focussing especially on warm times as

identified by climate and environmental proxies outlined in section 5.3.

4.4.1 Early Cenozoic and Pliocene Warm Times

Records of the §*°0 composition of bottom-dwelling foraminifers from the global
ocean document a long-term cooling of the deep sea during the past 70 Ma (Figure 4.8;
Zachos et al., 2001) and the development of large Northern Hemisphere continental ice
sheets at 2.6-2.9 Ma (Duk-Rodkin et al., 2004). As discussed below and in Chapter 5
(past rates of Arctic climate change), Arctic climate history is broadly consistent with the
global data reported by Zachos et al. (2001): general cooling and increase in ice was
punctuated by short-lived and longer lived reversals, by variations in cooling rate, and by
additional features related to growth and shrinkage of ice once the ice was well
established. A detailed Arctic Ocean record that is equivalent to the global results of
Zachos et al. (2001) is not yet available, and because the Arctic Ocean is geographically
somewhat isolated from the world ocean (e.g., Jakobsson and MacNab, 2006), the
possibility exists that some differences would be found. Emerging paleoclimate
reconstructions from the Arctic Ocean derived from recently recovered sediment cores on
the Lomonosov Ridge (Backman et al., 2006; Moran et al., 2006) shed new light on the
Cenozoic evolution of the Arctic Basin, but the data have yet to be fully integrated with
the evidence from terrestrial records or with the sketchy records from elsewhere in the

Arctic Ocean (see Chapter 7, Arctic sea ice).
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Data clearly show warm Arctic conditions during the Cretaceous and early
Cenozoic. For example, late Cretaceous (70 Ma) Arctic Ocean temperatures of 15°C
(compared to near-freezing temperatures today) are indicated by TEXgs-based estimates
(Jenkyns et al., 2004). The same indicator shows that peak Arctic Ocean temperatures
near the North Pole rose from about 18°C to more than 23°C during the short-lived
Paleocene-Eocene thermal maximum about 55 Ma ( Figure 4.23) (Moran et al., 2006;
also see Sluijs et al., 2006; 2008). This rise was synchronous with warming on nearby
land from a previous temperature of about 17°C to peak temperature during the event of
about 25°C (Weijers et al., 2007). By about 50 Ma, Arctic Ocean temperatures were
about 10°C and relatively fresh surface waters were dominated by aquatic ferns
(Brinkhuis et al., 2006). Restricted connections to the world ocean allowed the fern-
dominated interval to persist for about 800,000 years; return of more-vigorous
interchange between the Arctic and North Altantic oceans was accompanied by a
warming in the central Arctic Ocean of about 3°C (Brinkhuis et al., 2006). On Arctic
lands during the Eocene (55-34 Ma), forests of Metasequoia dominated a landscape
characterized by organic-rich floodplains and wetlands quite different from the modern

tundra (McKenna, 1980; Francis, 1988; Williams et d., 2003).

FIGURE 4.23 NEAR HERE

Terrestrial evidence shows that warm conditions persisted into the early Miocene

(23-16 Ma), when the central Canadian Arctic Islands were covered in mixed conifer-

hardwood forests similar to those of southern Maritime Canada and New England today
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(Whitlock and Dawson, 1990). Metasequoia was still present although less abundant than
in the Eocene. Still younger, deposits known as the Beaufort Formation and tentatively
dated to about 8-3 Ma (and thus within Miocene to Pliocene times) record an extensive
riverside forest of pine, birch, and spruce, which lived throughout the Canadian Arctic
Archipelago before geologic processes formed many of the channels that now divide the
islands.

The relatively warm climates of the earlier Cenozoic altered to the colder times of
the Quaternary Ice Age, which was marked by cyclic growth and shrinkage of extensive
land ice, during the Pliocene (5-1.8 Ma). Climate changed although continental
configurations remained similar to those of the present, and most Pliocene plant and
animal species were similar to those that remain today. A well-documented warm period
in the middle Pliocene (about 3 Ma), just before the planet transitioned into the
Quaternary ice age, supported forests that covered large regions near the Arctic Ocean
that are currently polar deserts. Fossils of Arctica islandica (a marine bivalve that does
not live near seasonal sea ice) in marine deposits as young as 3.2 Ma on Meighen Island
at 80°N., likely record the peak Pliocene mean warmth of the ocean (Fyles et al., 1991).
As compared with recent conditions, warmer conditions then are widely indicated
(Dowsett et al., 1994). At a site on Ellesmere Island, application of a novel technique for
paleoclimatic reconstruction based on ring-width and isotopic measurements of wood
suggests mean-annual temperatures 14°C warmer than recently (Ballantyne et al., 2006).
Additional data from records of beetles and plants indicate mid-Pliocene conditions as
much as 10°C warmer than recently for mean summer conditions, and even larger

wintertime warming to a maximum of 15°C or more (Elias and Matthews, 2002).
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Much attention has been focused on learning the causes of the slow, bumpy slide
from Cretaceous hothouse temperatures to the recent ice age. As discussed below,
changes in greenhouse-gas concentrations appear to have played the dominant role, and
linked changes in continental positions, in sea level, and in oceanic circulation also
contributed.

Based on general circulation models of climate, Barron et al. (1993) found that
continental position had little effect on temperature difference between Cretaceous and
modern temperatures (also see Poulsen et al., 1999 and references therein). Years later,
Donnadieu et al. (2006), using more sophisticated climate modeling, found that
continental motions and their effects on atmospheric and oceanic circulation modified
global average temperature by almost 4°C from Early to Late Cretaceous; this result does
not compare directly with modern conditions, but it does suggest that continental motions
can notably affect climate. However, despite much effort, modeling does not indicate that
the motion of continents by itself can explain either the long-term cooling trend from the
Cretaceous to the ice age or the “wiggles” within that cooling.

The direct paleoclimatic data provide one interesting perspective on the role of
oceanic circulation in the warmth of the later Eocene. When the Arctic Ocean was filled
with water ferns living in “brackish” water (less salty than normal marine water) in an
ocean that was ice-free or nearly so, the oceanic currents reaching the near-surface Arctic
Ocean must have been greatly weakened relative to today for the fresh water to persist.
Thus, heat transport by oceanic currents cannot explain the Arctic-Ocean warmth of that

time. The resumption of stronger currents and normal salinity was accompanied by a
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warming of about 3°C (Brinkhuis et al., 2006), important but not dominant in the
temperature difference between then and now.

As discussed in section 4.2.4, the atmospheric CO, concentration has changed
during tens of millions of years in response to many processes, and especially to those
processes linked to plate tectonics and perhaps also to biological evolution. Many lines of
proxy evidence (see Royer, 2006) show that atmospheric CO, was higher in the warm
Cretaceous than it was recently, and that it subsequently fell in parallel with the cooling (
Figure 4.24). Furthermore, models find that the changing CO, concentration is sufficient

to explain much of the cooling (e.g., Bice et al., 2006; Donnadieu et al., 2006).

FIGURE 4.24 NEAR HERE

A persistent difficulty is that models driven by changes in greenhouse gases
(mostlyh CO) tend to underestimate Arctic warmth (e.g., Sloan and Barron, 1992). Many
possible explanations have been offered for this situation: underestimation of CO; levels
(Shellito et al., 2003; Bice et al., 2006); an enhanced greenhouse effect from polar
stratospheric clouds during warm times (Sloan and Pollard, 1998; Kirk-Davidoff et al.,
2002); changed planetary obliquity (Sewall and Sloan, 2004); reduced biological
productivity that provided fewer cloud-condensation nuclei and thus fewer reflective
clouds (Kump and Pollard, 2008); and greater heat transport by tropical cyclones (Korty
et al., 2008). Several of these mechanisms use feedbacks not normally represented in
climate models and that serve to amplify warming in the Arctic. Consideration of the

literature cited above and of additional materials points to some combination of stronger
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greenhouse-gas forcing (see Alley, 2003 for a review) and to stronger long-term
feedbacks than typically are included in models, rather than to large change in Earth’s
orbit, although that cannot be excluded.

It is thought that greenhouse gases were the primary control on Arctic temperature
changes because the warmth of the Paleocene-Eocene Thermal Maximum took place in
the absence of any ice—and therefore the absence of any ice-albedo or snow-albedo
feedbacks. As described above (see Sluijs et al., 2008 for an extensively referenced
summary of the event together with new data pertaining to the Arctic), this thermal
maximum was achieved by a rapid (within a few centuries or less), widespread warming
coincident with a large increase in atmospheric greenhouse-gas concentrations from a
biological source (whether from sea-floor methane, living biomass, soils, or other sources
remains debated). Following the thermal maximum, the anomalous warmth decayed more
slowly and the extra greenhouse gases dissipated for tens of thousands of years, to
roughly 100,000 years ago. The event in the Arctic seems to have been positioned within
a longer interval of restricted oceanic circulation into the Arctic Ocean (Sluijs et al.,
2008), and it was too fast for any notable effect of plate tectonics or evolving life. The
reconstructed CO, change thus is strongly implicated in the warming (e.g., Zachos et al.,
2008).

Taken very broadly, the Arctic changes parallel the global ones during the
Cenozoic, except that changes in the Arctic were larger than globally averaged ones (e.qg.,
Sluijs et al., 2008). The global changes parallel changing atmospheric carbon-dioxide
concentrations, and changing CO; is the likely cause of most of the temperature change

(e.g., Royer, 2006; Royer et al., 2007).
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The well-documented warmth of the Pliocene is not fully explained. This interval
is recent enough that continental positions were substantially the same as today. As
reviewed by Jansen et al. (2007), many reconstructions show notable Arctic warmth but
little low-latitude change; however, recent work suggests the possibility of low-latitude
warmth as well (Haywood et al., 2005). Reconstructions of Pliocene atmospheric CO,
concentration (reviewed by Royer, 2006) generally agree with each other within the
considerable uncertainties, but they allow values above, similar to, or even below the
typical levels just before major human influence. Data remain equivocal on whether the
ocean transported more heat during Pliocene warmth (reviewed by Jansen et al., 2007).
The high-latitude warmth thus is likely to have originated primarily from changes in
greenhouse-gas concentrations in the atmosphere, or from changes in oceanic or
atmospheric circulation, or from some combination, perhaps with a slight possibility that

other processes also contributed.

4.4.2 The Early Quaternary: Ice-Age Warm Times

A major reorganization of the climate system occurred between 3.0 and 2.5 Ma.
As a result, the first continental ice sheets developed in the North American and Eurasian
Arctic and marked the onset of the Quaternary Ice Ages (Raymo, 1994). For the first 1.5—
2.0 Ma, ice age cycles appeared at a 41 ka interval, and the climate oscillated between
glacial and interglacial states ( Figure 4.25). A prominent but apparently short-lived
interglacial (warm interval) about 2.4 Ma is recorded especially well in the Kap
Kgbenhavn Formation, a 100-m-thick sequence of estuarine sediments that covered an

extensive lowland area near the northern tip of Greenland (Funder et al., 2001).
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FIGURE 4.25 NEAR HERE

The rich and well-preserved fossil fauna and flora in the Kap Kebenhavn
Formation ( Figure 4.26) record warming from cold conditions into an interglacial and
then subsequent cooling during 10,000-20,000 years. During the peak warmth, forest
trees reached the Arctic Ocean coast, 1000 kilometers (km) north of the northernmost
trees today. Based on this warmth, Funder et al. (2001) suggested that the Greenland Ice
Sheet must have been reduced to local ice caps in mountain areas ( Figure 4.26a) (see
Chapter 5, Greenland Ice Sheet). Although finely resolved time records are not available
throughout the Arctic Ocean at that time, by analogy with present faunas along the
Russian coast, the coastal zone would have been ice-free for 2 to 3 months in summer.
Today this coast of Greenland experiences year-round sea ice, and models of diminishing
sea ice in a warming world generally indicate long-term persistence of summertime sea
ice off these shores (e.g., Holland et al., 2006). Thus, the reduced sea ice off northern
Greenland during deposition of the Kap Kgbenhavn Formation suggests a widespread

warm time in which Arctic sea ice was much diminished.

FIGURE 4.26 NEAR HERE

During Kap Kebenhavn times, precipitation was higher and temperatures were

warmer than at the peak of the current interglacial about 7 ka ago, and the temperature

difference were larger during winter than during summer. Higher temperatures during
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deposition of the Kap Kgbenhavn were not caused by notably greater solar insolation,
owing to the relative repeatability of the Milankovitch variations during millions of years
(e.g., Berger et al., 1992). As discussed above, uncertainties in estimation of atmospheric
CO, concentration, ocean heat transport, and perhaps other factors at the time of the Kap
Kabenhavn Formation are sufficiently large to preclude strong conclusions about the
causes of the unusual warmth.

Potentially correlative records of warm interglacial conditions are found in
deposits on coastal plains along the northern and western shores of Alaska. High sea
levels during interglaciations repeatedly flooded the Bering Strait, and they rapidly
modified the configuration of the coastlines, altered regional continentality (isolation
from the moderating influence of the sea), and reinvigorated the exchange of water
masses between the North Pacific, Arctic, and North Atlantic oceans. Since the first
submergence of the Bering Strait about 5.5-5 Ma (Marincovich and Gladenkov, 2001),
this marine gateway has allowed relatively warm Pacific water from as far south as
northern Japan to reach as far north as the Beaufort Sea (Brigham-Grette and Carter,
1992). The Gubik Formation of northern Alaska records at least three warm high sea
stands in the early Quaternary ( Figure 4.27). During the Colvillian transgression, about
2.7 Ma, the Alaskan Coastal Plain supported open boreal forest or spruce-birch
woodland with scattered pine and rare fir and hemlock (Nelson and Carter, 1991). Warm
marine conditions are confirmed by the general character of the ostracode fauna, which
includes Pterygocythereis vannieuwenhuisei (Brouwers, 1987), an extinct species of a
genus whose modern northern limit is the Norwegian Sea and which, in the northwestern

Atlantic Ocean, is not found north of the southern cold-temperate zone (Brouwers, 1987).
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Despite the high sea level and relative warmth indicated by the Colvillian transgression,
erratics (rocks not of local origin) in Colvillian deposits southwest of Barrow, Alaska,
indicate that glaciers then terminated in the Arctic Ocean and produced icebergs large

enough to reach northwest Alaska at that time.

FIGURE 4.27 NEAR HERE

Subsequently, the Bigbendian transgression (about 2.5 Ma) was also warm, as
indicated by rich molluscan faunas such as the gastropod Littorina squalida and the
bivalve Clinocardium californiense (Carter et al., 1986). The modern northern limit of
both of these mollusk species is well to the south (Norton Sound, Alaska). The presence
of sea otter bones suggests that the limit of seasonal ice on the Beaufort Sea was
restricted during the Bigbendian interval to positions north of the Colville River and thus
well north of typical 20th-century positions (Carter et al., 1986); modern sea otters cannot
tolerate severe seasonal sea-ice conditions (Schneider and Faro, 1975).

The youngest of these early Quaternary events of high sea level is the
Fishcreekian transgression (about 2.1-2.4 Ma), suggested to be the same age as the Kap
Kobenhavn Formation on Greenland (Brigham-Grette and Carter, 1992). However, age
control is not complete, and Brigham (1985) and Goodfriend et al. (1996) suggested that
the Fishcreekian could be as young as 1.4 Ma. This deposit contains several mollusk
species that currently are found only to the south. Moreover, sea otter remains and the
intertidal gastropod Littorina squalida at Fish Creek suggest that perennial sea ice was

absent or severely restricted during the Fishcreekian transgression (Carter et al., 1986).
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Correlative deposits rich in mollusk species that currently live only well to the south are
reported from the coastal plain at Nome, Alaska (Kaufman and Brigham-Grette, 1993).

The available data clearly indicate episodes of relatively warm conditions that
correlate with high sea levels and reduced sea ice in the early Quaternary. The high sea
levels suggest melting of land ice (see Chapter67, Greenland Ice Sheet). Thus the
correlation of warmth with diminished ice on land and at sea (see Chapter 7, Arctic sea
ice)—indicated by recent instrumental observations, model results, and data from other
time intervals—is also found for this time interval. Improved time resolution of histories
of forcing and response will be required to assess the causes of the changes, but estimates
of forcings indicate that they were relatively moderate and thus that the strong Arctic

amplification of climate change was active in these early Quaternary events.

4.4.3 The Mid-Pleistocene Transition: 41 ka and 100 ka worlds

Since the late Pliocene, the cyclical waxing and waning of continental ice sheets
have dominated global climate variability. The variations in sunshine caused by features
of Earth’s orbit have been very important in these ice-sheet changes, as described in
Chapter 3 (paleoclimate concepts).

After the onset of glaciation in North America about 2.7 Ma (Raymo, 1994), ice
grew and shrank as Earth’s obliquity (tilt) varied in its 41 ka cycle. But between 1.2 and
0.7 Ma, the variations in ice volume became larger and slower, and an approximately
100-ka period has dominated especially during the last 700 ka or so ( Figure 4.25).
Although Earth’s eccentricity varies with an approximately 100-ka period, this variation

does not cause as much change in sunshine in the key regions of ice growth as did the
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faster cycles, so the reasons for the dominant 100-ka period in ice volume remain
obscure. Roe and Allen (1999) assessed six different explanations of this behavior and
found that all fit the data rather well. The record is still too short to allow the data to
demonstrate the superiority of any one model.

Models for the 100-ka variability commonly assign a major role to the ice sheets
themselves and especially to the Laurentide Ice Sheet on North America, which
dominated the total global change in ice volume (e.g., Marchant and Denton, 1996). For
example, Marshall and Clark (2002) modeled the growth and shrinkage of the Laurentide
Ice Sheet and found that during growth the ice was frozen to the bed beneath and unable
to move rapidly. After many tens of thousands of years, ice had thickened sufficiently
that it trapped Earth’s heat and thawed the bed, which allowed faster flow. Faster flow of
the ice sheet lowered the upper surface, which allowed warming and melting (see Chapter
6, Greenland Ice Sheet). Behavior such as that described could cause the main variations
of ice volume to be slower than the main variations in sunshine caused by Earth’s orbital
features, and the slow-flowing ice might partly ignore the faster variations in sunshine
until the shift to faster flow allowed a faster response. Note that this explanation remains
a hypothesis, and other possibilities exist. Alternative hypotheses require interactions in
the Southern Ocean between the ocean and sea ice and between the ocean and the
atmosphere (Gildor et al., 2002). For example, Toggweiler (2008) suggested that because
of the close connection between the southern westerly winds and meridional overturning
circulation in the Southern Ocean, shifts in wind fields very likely control the exchange
of CO, between the ocean and the atmosphere. Carbon models support the notion that

weathering and the burial of carbonate can be perturbed in ways that alter deep ocean
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carbon storage and that result in 100 ka CO, cycles (Toggweiler, 2008). Others have
suggested that 100 ka cycles and CO, might be controlled by variability in obliquity
cycles (i.e., two or three 41 ka cycles (Huybers, 2006) or by variable precession cycles
(altering the 19 ka and 23 ka cycles (Raymo, 1997)). Ruddimann (2006) recently
furthered these ideas but suggested that since 900 ka, CO,-amplified ice growth
continued at the 41 ka intervals but that polar cooling dampened ice ablation. His CO,-
feedback hypothesis suggests a mechanism that combines the control of 100 ka cycles
with precession cycles (19 ka and 23 ka) and with tilt cycles (41 ka). The cause of the
switch in the length of climate cycles from about 41 ka to about 100 k.y, known as the
mid-Pleistocene transition, also remains obscure. This transition is of particular interest
because it does not seem to have been caused by any major change in Earth’s orbital
behavior, and so the transition likely reflects a fundamental threshold within the climate
system.

The mid-Pleistocene transition is very likely to be at least in part related to the
continuation of the gradual global cooling that began in the early Cenozoic, as described
above (Raymo et al., 1997; 2006; Ruddiman, 2003). If, for example, the 100-ka cycle
requires that the Laurentide Ice Sheet grow sufficiently large and thick to trap enough of
Earth’s internal heat that thaws the ice-sheet bed (Marshall and Clark, 2002), then long-
term cooling may have reached the threshold at which the ice sheet became large enough.

However, such a cooling model does not explain the key observation (Clark et al.,
2006) that the ice sheets of the last 700 ka configured a larger volume (Clark et al., 2006)
into a smaller area (Boellstorff, 1978; Balco et al., 2005a,b) than was true of earlier ice

sheets. Clark and Pollard (1998) used this observation to argue that the early Laurentide
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Ice Sheet must have been substantially lower in elevation than in the late Pleistocene,
possibly by as much as 1 km. Clark and Pollard (1998) suggested that the tens of millions
of warm years back to the Cretaceous and earlier had produced thick soils and broken-up
rocks below the soil. When glaciations began, the ice advanced over these water-
saturated soils, which deformed easily. Just as grease on a griddle allows batter poured on
top to spread easily into a wide, thin pancake, deformation of the soils beneath the
growing ice (Alley, 1991) would have produced an extensive ice sheet that did not
contain a large volume of ice. As successive ice ages swept the loose materials to the
edges of the ice sheet, and as rivers removed most of the materials to the sea, hard
bedrock was exposed in the central region. And, just as the bumps and friction of an
ungreased waffle iron slow spreading of the batter to give a thicker, not-as-wide breakfast
than on a greased griddle, the hard, bumpy bedrock produced an ice sheet that did not
spread as far but which contained more ice.

Other hypotheses also exist for these changes. A complete explanation of the
onset of extensive glaciation on North America and Eurasia as well as Greenland about
2.8 Ma, or of the transition from 41 ka to 100 ka ice age cycles, remains the object of

ongoing investigations.

4.4.4 A link between ice volume, atmospheric temperature and greenhouse
gases
The globally-averaged temperature change during one of the large 100-ka ice-age
cycles was about 5°-6°C (Jansen et al., 2007). The larger changes were measured in the

Acrctic and close to the ice sheets, such as a change of 21°-23°C atop the Greenland Ice
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Sheet (Cuffey et al., 1995). The total change in sunshine reaching the planet during these
cycles was near zero, and the orbital features served primarily to move sunshine from
north to south and back, or from equator to poles and back, depending on the cycle
considered (see Chapter 3, paleoclimate concepts).

As discussed by Jansen et al. (2007), and in section 5.2.6 above, many factors
probably contributed to the large temperature change despite very small global change in
total sunshine. Cooling produced growth of reflective ice that reduced the amount of
sunshine absorbed by the planet. Complex changes especially in the ocean reduced
atmospheric carbon dioxide, and both oceanic and terrestrial changes reduced
atmospheric methane and nitrous oxide, all of which are greenhouse gases; the changes in
carbon dioxide were most important. Various changes produced additional dust that
blocked sunshine from reaching the planet (e.g., Mahowald et al., 2006). Cooling caused
regions formerly forested to give way to grasslands or tundra that also reflected more
sunshine. While Earth’s orbit features drove the ice-age cycles, these feedbacks are
required to provide quantitatively accurate explanations of the changes.

The relation between climate and carbon dioxide has been relatively constant for
at least 650,000 years (Siegenthaler et al., 2005), and the growth and shrinkage of ice,
cooling and warming of the globe, and other changes have repeated along similar
although not identical paths. However, some of the small differences between successive

cycles are of interest, as discussed next.

4.4.5 Marine Isotopic Stage 11 — a long interglaciation
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Following the mid-Pleistocene transition, the growth and decay of ice sheets
followed a 100 ka cycle: brief, warm interglaciations lasted from 10 to ca. 40 ka, after
which ice progressively extended to a maximum limit, and then the icy interval
terminated rapidly by the transition into the next warm interglaciation (e.g., Kellogg,
1977; Ruddiman et al., 1986; Jansen et al., 1988; Bauch and Erlenkeuser, 2003; Henrich
and Baumann, 1994). As discussed above, this 100 ka cycle is unlikely to be linked to the
100 ka variation of the eccentricity, or out-of-roundness, of Earth’s orbit about the Sun,
because there is so little change in solar isolation reaching the Earth because of this

effect.

The eccentricity exhibits an additional cycle of just greater than 400,000 years,
such that the orbit goes from almost round to more eccentric to almost round in about
100,000 years, but the maximum eccentricity reached in this 100,000-year cycle increases
and decreases within a 400,000-year cycle (Berger and Loutre, 1991; Loutre, 2003).
When the orbit is almost round, there is little effect from Earth’s precession, which
determines whether Earth is closer to the Sun or farther from the Sun during a particular
season such as northern summer. About 400,000 years ago, during marine isotope stage
(MIS) 11, the 400,000-year cycle caused a nearly round orbit to persist. The interglacial
of MIS 11 lasted longer then previous or subsequent interglacials (see Droxler et al., 2003
and references therein; Kandiano and Bauch, 2007; Jouzel et al., 2007), perhaps because
the summer sunshine (insolation) at high northern latitudes did not become low enough at
the end of the first 10,000 years of the interglacial to allow ice growth at high northern
latitudes—because the persistently nearly round orbit (i.e., of low eccentricity) prevented

adequate cooling during northern summer ( Figure 4.28).
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FIGURE 4.28 NEAR HERE

As discussed in Chapter 6 (Greenland Ice Sheet), indications of Arctic and
subarctic temperatures at this time versus more-recent interglacials are inconsistent (also
see Stanton-Frazee et al., 1999; Bauch et al., 2000; Droxler and Farrell, 2000; Helmke
and Bauch, 2003). Sea level seems to have been higher at this time than at any time since,
and data from Greenland are consistent with notable shrinkage or loss of the ice sheet
accompanying the notable warmth, although the age of this shrinkage is not constrained

well enough to be sure that the warm time recorded was indeed MIS 11 (Chapter 6).

4.4.6 Marine Isotopic Stage (MIS) 5e: The Last Interglaciation

The warmest millennia of at least the past 250,000 years occurred during MIS 5,
and especially during the warmest part of that interglaciation, MIS 5e (e.g., McManus et
al., 1994; Fronval and Jansen, 1997; Bauch et al., 1999; Kukla, 2000). At that time global
ice volumes were smaller than they are today, and Earth’s orbital parameters aligned to
produce a strong positive anomaly in solar radiation during summer throughout the
Northern Hemisphere (Berger and Loutre, 1991). Between 130 and 127 ka, the average
solar radiation during the key summer months (May, June, and July) was about 11%
greater than solar radiation at present throughout the Northern Hemisphere, and a slightly
greater anomaly, 13%, has been measured over the Arctic. Greater solar energy in

summer, melting of the large Northern Hemisphere ice sheets, and intensification of the
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North Atlantic Drift (Chapman et al., 2000; Bauch and Kandiano, 2007) combined to
reduce Arctic Ocean sea ice, to allow expansion of boreal forest to the Arctic Ocean
shore throughout large regions, to reduce permafrost, and to melt almost all glaciers in
the Northern Hemisphere (CAPE Project Members, 2006).

High solar radiation in summer during MIS 5e, amplified by key boundary-
condition feedbacks (especially sea ice, seasonal snow cover, and atmospheric water
vapor; see above), collectively produced summer temperature anomalies 4°-5°C above
present over most Arctic lands, substantially above the average Northern Hemisphere
summer temperature anomaly (0°-2°C above present; CLIMAP Project Members, 1984;
Bauch and Erlenkeuser, 2003). MIS 5e demonstrates the strength of positive feedbacks

on Arctic warming (CAPE Project Members, 2006; Otto-Bleisner et al., 2006).

4.4.6a Terrestrial MIS 5e records At high northern latitudes, summer
temperatures exert the dominant control on glacier mass balance, unless they are
accompanied by strong changes in precipitation (e.g., Oerlemans, 2001; Denton et al.,
2005; Koerner, 2005). Summer temperature is also the most effective predictor of most
biological processes, although seasonality and the availability of moisture very likely also
influence some biological parameters such as dominance by evergreen or by deciduous
vegetation (Kaplan et al., 2003). For these reasons, most studies of conditions during MIS
5e have focused on reconstructing summer temperatures. Terrestrial MIS 5e climate,
especially, has been reconstructed from diagnostic assemblages of biotic proxies
preserved in lake, peat, river, and shallow marine archives and from isotopic changes

preserved in ice cores and carbonate deposits in lakes. Estimated winter and summer
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temperatures, and hence seasonality, are well constrained for Europe but are poorly
known for most other Arctic regions; likewise, precipitation reconstructions are limited to
qualitative estimates in most cases where they are available, and they are not available for
most regions.

During MIS 5e, all sectors of the Arctic had summers that were warmer than at
present, but the magnitude of warming differed from one place to another ( Figure 4.29)
(CAPE Last Interglacial Project Members, 2006). Positive summer temperature
anomalies were largest around the Atlantic sector, where summer warming was typically
4°-6°C. This anomaly extended into Siberia, but it decreased from Siberia westward to
the European sector (0°-2°C), and eastward toward Beringia (2°-4°C). The Arctic coast
of Alaska had sea-surface temperatures 3°C above recent values and considerably less
summer sea ice than recently, but much of interior Alaska had smaller anomalies (0°—
2°C) that probably extended into western Canada. In contrast, northeastern Canada and
parts of Greenland had summer temperature anomalies of about 5°C and perhaps more

(see Chapter 6 for a discussion of Greenland).

FIGURE 4.29 NEAR HERE

Precipitation and winter temperatures are more difficult to reconstruct for MIS 5e
than are summer temperatures. In northeastern Europe, the latter part of MIS 5e was
characterized by a marked increase in winter temperatures. A large positive winter
temperature anomaly also occurred in Russia and western Siberia, although the timing is

not as well constrained (Troitsky, 1964; Gudina et al., 1983; Funder et al., 2002).

Chapter 4 Temperature and Precipitation History 63



1426

1427

1428

1429

1430

1431

1432

1433

1434

1435

1436

1437

1438

1439

1440

1441

1442

1443

1444

1445

1446

1447

1448

SAP1.2 DRAFT 5 Agency Cleared

Qualitative precipitation estimates for most other sectors indicate wetter conditions than

in the Holocene.

4.4.6b Marine MIS 5e records Low sedimentation rates in the central Arctic
Ocean and the rare preservation of carbonate fossils limit the number of sites at which
MIS 5e can be reliably identified in sediment cores. MIS 5e sediments from the central
Arctic Ocean usually contain high concentrations of planktonic (surface-dwelling)
foraminifers and coccoliths, which indicate a reduction in summer sea-ice coverage that
permitted increased biological productivity (Gard, 1993; Spielhagen et al., 1997; 2004;
Jakobsson et al., 2000; Backman et al., 2004; Polyak et al., 2004; Ngrgaard-Pedersen et
al., 2007a,b). However, occasional dissolution of carbonate fossils complicates the
interpretation of microfossil concentrations. Also, marine sediments from MIS 5a,
slightly younger and cooler than MIS 5e, sometimes have higher microfossil
concentrations than do MIS 5e sediments (Gard, 1986; 1987).

Arctic Ocean sediment cores recently recovered from the Lomonosov Ridge, north
of Greenland, have revived the discussion of MIS 5e conditions in the Arctic Ocean.
Unusually high concentrations of a subpolar foraminifer species, one which usually
dwells in waters with temperatures well above freezing, were found in MIS 5e zones and
interpreted to indicate warm interglacial conditions and much reduced sea-ice cover in
the interior Arctic Ocean (Ngrgaard-Pedersen et al., 2007a,b). Interpretation of these and
other microfossils is complicated by the strong vertical stratification in the Arctic Ocean;
today, warm Atlantic water (temperatures greater than 1°C) is in most areas isolated from

the atmosphere by a relatively thin layer of cold (less than 1°C) fresher water; this cold
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water limits the transfer of heat to the atmosphere. It is not always possible to determine
whether warm-water foraminifers found in marine sediment from the Arctic Ocean lived
in warm waters that remained isolated from the atmosphere below the cold surface layer,
or whether the warm Atlantic water had displaced the cold surface layer and was
interacting with the atmosphere and affecting its energy balance.

Landforms and fossils from the western Arctic and Bering Strait indicate vastly
reduced sea ice during MIS 5 ( Figure 4.30). The winter sea-ice limit is estimated to have
been as much as 800 km farther north than its average 20th-century position, and summer
sea ice was likely to have been much reduced relative to present (Brigham-Grette and
Hopkins, 1995). These reconstructions are consistent with the northward migration of
treeline by hundreds of kilometers throughout much of Alaska and nearby Chukotka and
with the elimination of tundra from Chukotka to the Arctic Ocean coast (Lozhkin and

Anderson, 1995).

FIGURE 4.30 NEAR HERE

Sufficient data are not yet available to allow unambiguous reconstruction of MIS
5e conditions in the central Arctic Ocean. Key uncertainties are related to the extent and
duration of Arctic Ocean sea ice. The vertical structure of the upper 500 m of the water
column is also climatically important but poorly known, in particular whether the strong
vertical stratification characteristic of the modern regime persisted throughout MIS 5e, or

whether reduced sea ice and changes in the hydrologic cycle and winds destabilized this
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stratification and allowed Atlantic water to reside at the surface in larger areas of the

Arctic Ocean.

4.4.7 MIS 3 Warm Intervals

The temperature and precipitation history of MIS 3 (about 70-30 ka) is difficult to
reconstruct because of the paucity of continuous records and the difficulty in providing a
secure time frame. The 80 record of temperature change over the Greenland Ice Sheet
and other ice-core data show that the North Atlantic region experienced repeated episodes
of rapid, high-magnitude climate change, that temperatures rapidly increased by as much
as 15°C (reviewed by Alley, 2007 and references therein), and that each warm period
lasted several hundred to a few thousand years. These brief climate excursions are found
not only in the Greenland Ice Sheet but are also recorded in cave sediments in China
(Wang et al., 2001; Dykoski, et al., 2005) and in high-resolution marine records off
California (Behl and Kennett, 1996), and in the Caribbean Sea’s Cariaco Basin (Hughen
etal., 1996.), the Arabian Sea (Schulz et al., 1998) and the Sea of Okhotsk (Nurnberg and
Tiedmann, 2004), among many other sites. The ice-core records from Greenland contain
indications of climate change in many regions on the same time scale (for example, the
methane trapped in ice-core bubbles was in part produced in tropical wetlands and was
essentially all produced beyond the Greenland Ice Sheet; Severinghaus et al., 1998).
These ice-core records demonstrate clearly that the climate-change events were
synchronous throughout widespread areas, and that the ages of events from many regions
agree within the stated uncertainties. These events were thus hemispheric to global in

nature (see review by Alley, 2007) and are considered a sign of large-scale coupling
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between the ocean and the atmosphere (Bard, 2002). The cause of these events is still
debated. However, Broecker and Hemming (2001) and Bard (2002) among others
suggested that they were likely the result of major and abrupt reorganizations of the
ocean’s thermohaline circulation, probably related to ice sheet instabilities that
introduced large quantities of fresh water into the North Atlantic (Alley, 2007). Such
large and abrupt oscillations, which were linked to changes in North Atlantic surface
conditions and probably to the large-scale oceanic circulation, persisted into the Holocene
(MIS 1); the youngest was only about 8.2 ka (Alley and Agustdoéttir, 2005). However, it
appears that the abrupt 8.2 ka cooling was linked to an ice-age cause, a catastrophic flood
from a very large lake that had been dammed by the melting Laurentide Ice Sheet.

Within MIS 3, land ice was somewhat reduced compared with the colder times of
MIS 2 and MIS 4, but Arctic temperatures generally were much lower and ice more
extensive than in MIS 1 (with certain exceptions). Sea level was lower at that time, the
coastline was well offshore in many places, and the increased continentality very likely
contributed to warmer summer temperatures that presumably were offset by colder winter
temperatures.

For example, on the New Siberian Islands in the East Siberian Sea, Andreev et al.
(2001) documented the existence of graminoid-rich tundra thought to have covered wide
areas of the emergent shelf while summer temperatures were perhaps as much as 2°C
warmer than during the 20th century. At Elikchan 4 Lake in the upper Kolyma drainage,
the sediment record contains at least three intervals (especially one about 38 ka) when
summer temperatures and treeline reached late Holocene conditions (Anderson and

Lozhkin, 2001). Insect faunas nearby in the lower Kolyma are thought to have thrived in
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summers that were 1°-4.5°C warmer than recently for similar intervals of MIS 3 Alfimov
et al., 2003). In general, variable paleoenvironmental conditions were typical of the
traditional Karaginskii-MIS 3 period throughout Arctic Russia; however, stratigraphic
confusion within the limits of radiocarbon-dating precludes the widespread correlation of
events.

Relative warmth during MIS 3 appears to have been strongest in eastern Beringia;
some evidence suggests that between 45 and 33 ka temperatures were only 1°-2°C lower
than at present (Elias, 2007). The warmest interval in interior Alaska is known as the Fox
Thermal Event, about 40-35 ka, which was marked by spruce forest tundra (Anderson
and Lozhkin, 2001). Yet in the Yukon forests were most dense a little earlier, about 43—
39 ka. In general (Anderson and Lozhkin, 2001), the warmest interstadial interval in all
of Beringia possibly was 44-35 Ka; it is well represented in proxies from interior sites
and little or no vegetation response in areas closest to Bering Strait. Climatic conditions
in eastern Beringia appear to have been harsher than modern conditions for all of MIS 3.
In contrast, MIS 3 climates of western Beringia achieved modern or near modern
conditions during several intervals. Moreover, although the transition from MIS 3 to MIS
2 was clearly marked by a transition from warm-moist to cold-dry conditions in western
Beringia, this transition is absent or subtle in all but a few records in Alaska (Anderson

and Lozhkin, 2001).

4.4.8 MIS 2, The Last Glacial Maximum (30 to 15 ka)

The last glacial maximum was particularly cold both in the Arctic and globally,

and it provides useful constraints on the magnitude of Arctic amplification (see below).
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During peak cooling of the last glacial maximum, planetary temperatures were about 5°—
6°C lower than at present (Farrera et al., 1999; Braconnot et al., 2007, Jansen et al.,
2007), whereas Arctic temperatures in central Greenland were depressed more than 20°C
(Cuffey et al., 1995; Dahl-Jensen et al., 1998)and similarly in Beringia (Elias et al.,

1996).

4.4.9 MIS 1, The Holocene: The Present Interglaciation

In the face of rising solar energy in summer that was tied to orbital features and to
rising greenhouse gases, Northern Hemisphere ice sheets began to recede from near their
largest extent shortly after 20 ka, and the rate of recession noticeably increased after
about 16 ka (see, e.g., Alley et al., 2002 for the timing of various events during the
deglaciation). Most coastlines became ice-free before 12 ka, and ice continued to melt
rapidly as summer insolation reached a peak (about 9% above modern insolation) about
11 ka. The transition from MIS 2 to MIS 1, which marks the start of the Holocene
interglaciation, is commonly placed at the abrupt termination of the cold event called the
Younger Dryas; that termination recently was estimated at about 11.7 ka (Rasmussen et
al., 2006).

A wide variety of evidence from terrestrial and marine archives indicates that
peak Arctic summertime warmth was achieved during the early Holocene, when most
regions of the Arctic experienced sustained temperatures that exceeded observed 20th
century values. This period of peak warmth, which is geographically variable in its
timing, is generally referred to as the Holocene Thermal Maximum. The ultimate driver

of the warming was orbital forcing, which produced increased summer solar radiation
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across the Northern Hemisphere. At 70°N., insolation in June now is near a local
minimum (the maximum was recorded about 11-12 ka). June insolation about 4 ka was
about 15 W/m? larger than recently, and June insolation at the Holocene peak was about
45 W/m? larger than recently, for a total change of about 10% ( Figure 4.31; Berger and
Loutre, 1991). Winter (January) insolation about 11 ka was only slightly lower than

today, in large part because there is almost zero insolation that far north in January.

FIGURE 4.31 NEAR HERE

By 6 ka, sea level and ice volumes were close to those observed more recently,
and climate forcings such as atmospheric carbon-dioxide concentration differed little
from pre-industrial conditions (e.g., Jansen et al., 2007). (The exception is that far-
northern summer insolation steadily decreased throughout the Holocene.) High-resolution
(decades to centuries) archives containing many climate proxies are available for most of
the Holocene throughout the Arctic. Consequently, the mid- to late-Holocene record
allows evaluation of the range of natural climate variability and of the magnitude of

climate change in response to relatively small changes in forcings.

4.4.9a The Holocene Thermal Maximum

Many of the Arctic paleoenvironmental records for the Holocene Thermal
Maximum appear to have recorded primarily summertime conditions. Many different
proxies have been exploited to derive these reconstructions by use of biological indicators

such as pollen, diatoms, chironomids, dinoflagellate cysts, and other microfossils;
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elemental and isotopic geochemical indexes from lacustrine sediments, marine sediments,
and ice cores; borehole temperatures; and age distributions of radiocarbon-dated tree
stumps north of (or above) current treeline, marine mollusks, and whale bones (Kaufman
et al., 2004).

A recent synthesis of 140 Arctic paleoclimatic and paleoenvironmental records
extending from Beringia westward to Iceland (Kaufman et al., 2004) outlines the nature
of the Holocene Thermal Maximum in the western Arctic ( Figure 4.32). Fully 85% of
the sites included in the synthesis contained evidence of a Holocene thermal maximum.
Its average duration extended from 2100 years in Beringia to 3500 years in Greenland.
The interval 10-4 ka contains the greatest number of sites recording Holocene Thermal
Maximum conditions and the greatest spatial extent of those conditions in the western
Acrctic ( Figure 4.32b). In the western Arctic the timing of this thermal maximum begins
and ends along a strong geographic gradient ( Figure 4.32c). The thermal maximum
began first in Beringia, where warmer-than-present summer conditions became
established at 14-13 ka. Intermediate ages for its initiation (10-8 ka) are apparent in the
Canadian Arctic islands and in central Greenland. The Holocene Thermal Maximum on
Iceland occurred a bit later, 8-6 ka. The onset on Svalbard was earlier, by 10.8 ka
(Svendsen and Mangerud, 1997). The latest general onset (7—4 ka) of Holocene Thermal
Maximum conditions affected the continental portions of central and eastern Canada
experienced. Similarly, the earliest termination of the Holocene Thermal Maximum
occurred in Beringia, although most regions registered summer cooling by 5 ka. Much of
the pattern of the onset of the Holocene Thermal Maximum can be explained at least in

part by proximity to cold winds blowing off the melting Laurentide Ice Sheet in Canada,
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which depressed temperatures nearby until the ice melted back. Milankovitch cycling has
also been suggested to explain the spatial variability of the Holocene Thermal Maximum

(Maximova and Romanovsky, 1988).

FIGURE 4.32 NEAR HERE

Records for sea-ice conditions in the Arctic Ocean and adjacent channels have
been developed by radiocarbon-dating indicators including the remains of open-water
proxies such as whales and walrus, warm-water marine mollusks, and changes in the
microfauna preserved in marine sediments. These reconstructions, presented in more
detail in Chapter 7 (Arctic sea ice), parallel the terrestrial record for the most part. The
data demonstrate that an increased mass of warm Atlantic water moved into the Arctic
Ocean beginning about 11.5 ka. It peaked about 8-5 ka which, coupled with increased
summer insolation, decreased the area of perennial sea-ice cover during the early
Holocene. Decreased sea-ice cover in the western Arctic during the early Holocene also
may be indicated by changes in concentrations of sodium from sea salt in the Penny Ice
Cap (eastern Canadian Arctic; Fisher et al., 1998) and the Greenland Ice Sheet
(Mayewski et al., 1997). In most regions, perennial sea ice increased in the late Holocene,
although it has been suggested that sea ice declined in the Chukchi Sea (de Vernal et al.,
2005), possibly in response to changing rates of Atlantic water inflow in Fram Strait.

As summer temperatures increased through the early Holocene, in North America
treeline expanded northward into regions formerly mantled by tundra, although the

northward extent appears to have been limited to perhaps a few tens of kilometers beyond
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its recent position (Seppé et al., 2003; Gajeswski and MacDonald, 2004). In contrast,
treeline advanced much farther across the Eurasian Arctic. Tree macrofossils
(Kremenetski et al., 1998; MacDonald et al., 2000a,b; 2007) collected at or beyond the
current treeline indicate that tree genera such as birch (Betula) and larch (Larix) advanced
beyond the modern limits of treeline across most of northern Eurasia between 11 and 10
ka (Figures 5.33 and 5.34). Spruce (Picea) advanced slightly later than the other two
genera. Interestingly, pine (Pinus), which now forms the conifer treeline in Fennoscandia
and the Kola Peninsula, does not appear to have established appreciable forest cover at or
beyond the present treeline in those regions at the far west of Europe until around 7 ka
(MacDonald et al. 2000a). However, quantitative reconstructions of temperature from the
Kola Peninsula and adjacent Fennoscandia suggest that summer temperatures were
warmer than modern temperatures by 9 ka (Seppé and Birks, 2001; 2002; Hammarlund et
al., 2002; Solovieva et al., 2005), and the development of extensive pine cover at and
north of the present treeline appears to have been delayed relative to this warming. In the
Taimyr Peninsula of Siberia and across nearby regions, the most northerly limit reached
by trees during the Holocene was more than 200 km north of the current treeline. The
treeline appears to have begun its retreat across northern Eurasia about 4 ka. The timing
of the Holocene Thermal Maximum in the Eurasian Arctic overlaps the widest
expression of the Holocene Thermal Maximum in the western Arctic ( Figure 4.33), but it
differs in two respects. The timing of onset and termination in Eurasia show much less
variability than in North America, and the magnitude of the treeline expansion and retreat
is far greater in the Eurasian Arctic. Fossil pollen and other indicators of vegetation or

temperature from the northern Eurasian margin also support the contention of a
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prolonged warming and northern extension of treeline during the early through middle
Holocene (see for example Hyvérinen, 1975; Seppé, 1996; Clayden et al., 1997; Velichko
et al., 1997; Kaakinen and Eronen, 2000; Pisaric et al., 2001; Seppé and Birks, 2001,

2002; Gervais et al., 2002; Hammarlund et al., 2002; Solovieva et al., 2005).

FIGURE 4.33 NEAR HERE

FIGURE 4.34 NEAR HERE

Changes in landforms suggest that during the early to middle Holocene,
permafrost in Siberia degraded. A synthesis of Russian data by Astakhov (1995) indicates
that melting permafrost was apparent north of the Arctic Circle only in the European
North, not in Siberia. In the Siberian North, permafrost partially thawed only very
locally, and thawing was almost entirely confined to areas under thermokarst lakes that
actively formed there during the early through middle Holocene. Areas south of the
Acrctic Circle appear to have experienced deep thawing (100-200 m depth) from the early
Holocene until about 4-3 ka, when cooler summer conditions led permafrost to develop
again. The deep thawing and subsequent renewal of surface permafrost in these regions
produced an extensive thawed layer sandwiched between shallow (20—-80 m deep) more
recently frozen ground and deeper Pleistocene permafrost throughout much of
northwestern Siberia.

Quantitative estimates of the Holocene Thermal Maximum summer temperature
anomaly along the northern margins of Eurasia and adjacent islands typically range from

1° to 3°C. The geographic position of northern treeline across Eurasia is largely
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controlled by summer temperature and the length of the growing season (MacDonald et
al., 2007), and in some areas the magnitude of treeline displacement there suggests a
summer warming equivalent of 2.5°-7.0°C (see for example Birks, 1991; Wohlfarth et
al., 1995; MacDonald et al., 2000a; Seppa and Birks, 2001, 2002; Hammarlund et al.,
2002; Solovieva et al., 2005). Sea-surface temperature anomalies during the Holocene
Thermal Maximum were as much as 4°-5°C higher than during the late Holocene for the
eastern North Atlantic sector and adjacent Arctic Ocean (Salvigsen, 1992; Kog et al.,
1993). Anomalies in summer temperature in the western Arctic during the Holocene
Thermal Maximum ranged from 0.5° to 3°C (mean, 1.65°C). The largest anomalies were
in the North Atlantic sector (Kerwin et al., 1999; Kaufman et al., 2004; Flowers et al.,

2008).

4.4.9b Neoglaciation

Many climate proxies are available to characterize the overall pattern of Late
Holocene climate change. Following the Holocene Thermal Maximum, most proxy
summer temperature records from the Arctic indicate an overall cooling trend through the
late Holocene. Cooling is first recognized between 6 and 3 ka, depending on the threshold
for change of each particular proxy. Records that exhibit a shift by 6-5 ka typically
reflect intensified summer cooling about 3 ka ( Figure 4.34).

Summer cooling during the second half of the Holocene led to the expansion of
mountain glaciers and ice caps around the Arctic. The term “Neoglaciation” is widely
applied to this episode of glacier growth, and in some cases re-formation, following the

maximum glacial retreat during the Holocene Thermal Maximum (Porter and Denton,
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1967). The former extent of glaciers is inferred from dated moraines and proglacial
sediments deposited in lakes and marine settings. For example, ice-rafted detritus
(Andrews et al., 1997) and the glacial geologic record (Funder, 1989) indicate that outlet
glaciers of the Greenland Ice Sheet advanced during 6-4 ka (see Chapter 6, Greenland
Ice Sheet). Multiproxy records from 10 glaciers or glaciated areas in Norway show
evidence for increased activity by 5 ka (Nesje et al., 2001; Nesje et al., 2008). Major
advances of outlet glaciers of northern Icelandic ice caps begin by 5 ka (Stétter et al.,
1999; Geirsdottir et al., in press). In the European Arctic, glaciers expanded on Franz
Josef Land (Lubinski et al., 1999) and Svalbard (Svendsen and Mangerud, 1997) by 4 ka,
although sustained growth primarily began around 3 ka. An early Neoglacial advance of
mountain glaciers is registered in Alaska, most prominently in the Brooks Range, the
highest-latitude mountains in the state (Ellis and Calkin, 1984; Calkin, 1988). In
southwest Alaska, mountain glaciers in the Ahklun Mountains did not reform until about
3 ka (Levy et al., 2003). Neoglacial advances began in Arctic Canada by 5 ka(Miller et
al., 2005)

Additional evidence of Neoglacial seasonal cooling comes from several localities:
a reduction in melt layers in the Agassiz Ice Cap (Koerner and Fisher, 1990) and in
Greenland (Alley and Anandakrishnan, 1995); the decrease in 8*°0 values in ice cores
such as those from the Devon Island (Fisher, 1979) and Greenland (Johnsen et al., 1992)
and indications of cooling from borehole thermometry (Cuffey et al., 1995); the retreat of
large marine mammals and warm-water-dependent mollusks from the Canadian Arctic
(Dyke and Savelle, 2001); the southward migration of the northern treeline across central

Canada (MacDonald et al., 1993), Eurasia (MacDonald et al., 2000b), and Scandinavia
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(Barnekow and Sandgren, 2001); the expansion of sea-ice cover along the shores of the
Arctic Ocean on Ellesmere Island (Bradley, 1990), in Baffin Bay (Levac et al., 2001), and
in the Bering Sea (Cockford and Frederick, 2007); and the shift in vegetation
communities inferred from plant macrofossils and pollen around the Arctic (Bigelow et
al., 2003). The assemblage of microfossils and the stable isotope ratios of foraminifers
indicate a shift toward colder, lower salinity conditions about 5 ka along the East
Greenland Shelf (Jennings et al., 2002) and the western Nordic seas (Ko¢ and Jansen,
1994), suggesting increased influx of sea ice from the Arctic. Where quantitative
estimates of temperature change are available, they generally indicate that summer
temperature decreased by 1°-2°C during this initial phase of cooling.

The general pattern of an early- to middle-Holocene Thermal Maximum followed
by Neoglacial cooling forms a multi-millennial trend that, in most places, culminated in
the 19th century. Superposed on the long-term cooling trend were many centennial-scale
warmer and colder summer intervals, which are expressed to a varying extent and are
interpreted with various levels of confidence in different proxy records. In northern
Scandinavia, evidence for notable late Holocene cold intervals before the 16th century
includes narrow tree rings (Grudd et al., 2002), lowered treeline (Eronen et al., 2002), and
major glacier advances (Karlén, 1988) between 2.6 and 2.0 ka. An extended analysis of
these many centennial-scale warmer and colder intervals in Russia was published by

Velichko and Nechaev (2005).

4.4.9c The Medieval Climate Anomaly (MCA) Probably the most oft-cited

warm interval of the late Holocene is the Medieval Climate Anomaly (MCA), earlier
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referred to as the Medieval Warm Period (MWP). The anomaly was recognized on the
basis of several lines of evidence in Western Europe, but the term is commonly applied to
other regions to refer to any of the relatively warm intervals of various magnitudes and at
various times between about 950 and 1200 AD (Lamb, 1977) ( Figure 4.35). In the
Acrctic, evidence for climate variability, such as relative warmth, during this interval is
based on glacier extents, marine sediments, speleothems, ice cores, borehole
temperatures, tree rings, and archaeology. The most consistent records of an Arctic
Medieval Climate Anomaly come from the North Atlantic sector of the Arctic. The
summit of Greenland (Dahl-Jensen et al., 1998), western Greenland (Crowley and
Lowery, 2000), Swedish Lapland (Grudd et al., 2002), northern Siberia (Naurzbaev et al.,
2002), and Arctic Canada (Anderson et al., 2008) were all relatively warm around 1000
AD. During Medieval time, Inuit populations moved out of Alaska into the eastern
Canadian Arctic and hunted whale from skin boats in regions perennially ice-covered in

the 20th century (McGhee, 2004).

FIGURE 4.35 NEAR HERE

The evidence for Medieval warmth throughout the rest of the Arctic is less clear.
However, some indications of Medieval warmth include the general retreat 