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CHAPTER #JR

KEY FINDINGS

Fingerprint Pattern Studies

Fingerprint studies use rigorous statistical methods to compare spatial and temporal patterns of climate
change in computer models and observations.

I. Both human and natural factors have affected Earth’s climate. Computer models are the only tools we
have for estimating the likely climate response patterns (“fingerprints”) associated with different forc-
ing mechanisms.

To date, most formal fingerprint studies have focused on a relatively small number of climate forcings. Our
best scientific understanding is that:

* Increases in well-mixed greenhouse gases (which are primarily due to fossil fuel burning) result in large-
scale warming of the Earth’s surface and troposphere, and cooling of the stratosphere.

* Human-induced changes in the atmospheric burdens of sulfate aerosol particles cause regional cooling
of the surface and troposphere.

* Depletion of stratospheric ozone cools the lower stratosphere and upper troposphere.

* Large volcanic eruptions cool the surface and troposphere (for 3 to 5 years) and warm the stratosphere
(for | to 2 years).

* Increases in solar irradiance warm globally throughout the atmospheric column (from the surface to
the stratosphere).

2. Results from many different fingerprint studies provide consistent evidence of a human influence on the
three-dimensional structure of atmospheric temperature over the second half of the 20th century.

Robust results are:

* Detection of greenhouse-gas and sulfate aerosol signals in observed surface temperature records.

* Detection of an ozone depletion signal in stratospheric temperatures.

* Detection of the combined effects of greenhouse gases, sulfate aerosols, and ozone in the vertical
structure of atmospheric temperature changes (from the surface to the stratosphere).

3. Natural factors have influenced surface and atmospheric temperatures, but cannot fully explain their
changes over the past 50 years.

* The multi-decadal climatic effects of volcanic eruptions and solar irradiance changes are identifiable in
some fingerprint studies, but results are sensitive to analysis details.
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Trend Comparisons

Linear trend comparisons are less powerful than “fingerprinting” for studying cause-effect relationships, but when
treated with caution can highlight important differences (and similarities) between models and observations.

4.

5.

When run with natural and human-caused forcings, model global-mean temperature trends for individual atmo-
spheric layers are consistent with observations.

Comparing trend differences between the surface and the troposphere exposes potential discrepancies between
models and observations in the tropics.

Differencing surface and tropospheric temperature time series (a simple measure of the temperature lapse rate)
removes much of the common variability between these layers. This makes it easier to identify discrepancies
between modeled and observed lapse-rate changes.

For globally averaged temperatures, model-predicted trends in tropospheric lapse rates are consistent with
observed results.

In the tropics, most observational data sets show more warming at the surface than in the troposphere, while
most model runs have larger warming aloft than at the surface.

Amplification of Surface Warming in the Troposphere

6. In the tropics, surface temperature changes are amplified in the free troposphere. Models and observations

show similar amplification behavior for monthly and interannual temperature variations, but not for decadal
temperature changes.

Tropospheric amplification of surface temperature anomalies is due to the release of latent heat by moist, rising
air in regions experiencing convection.

Despite large inter-model differences in variability and forcings, the size of this amplification effect is remarkably
similar in the models considered here, even across a range of timescales (from monthly to decadal).

On monthly and annual timescales, amplification is also a ubiquitous feature of observations, and is very similar
to values obtained from models and basic theory.

For longer-timescale temperature changes over 1979 to 1999, only one of four observed upper-air data sets has
larger tropical warming aloft than in the surface records. All model runs with surface warming over this period
show amplified warming aloft.

These results could arise due to errors common to all models; to significant non-climatic influences remaining
within some or all of the observational data sets, leading to biased long-term trend estimates; or a combination
of these factors. The new evidence in this Report (model-to-model consistency of amplification results, the
large uncertainties in observed tropospheric temperature trends, and independent physical evidence supporting
substantial tropospheric warming) favors the second explanation.

A full resolution of this issue will require reducing the large observational uncertainties that currently exist. These
uncertainties make it difficult to determine whether models still have common, fundamental errors in their repre-
sentation of the vertical structure of atmospheric temperature change.

Other Findings

7. It is important to account for both model and observational uncertainty in comparisons between modeled and

observed temperature changes.

There are large “construction uncertainties” in the process of generating climate data records from raw ob-
servations. These uncertainties can critically influence the outcome of consistency tests between models and
observations.

8. Inclusion of spatially variable forcings in the most recent climate models does not fundamentally alter simulated

lapse-rate changes at the largest spatial scales.
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Changes in black carbon aerosols and land use/land cover (LULC) may have had
significant influences on regional temperatures, but these influences have not been
quantified in formal fingerprint studies.

These forcings were included for the first time in about half the global model simu-
lations considered here. Their incorporation did not significantly affect simulations
of lapse-rate changes at very large spatial scales (global and tropical averages).

CHAPTER 5: Recommendations

I. Separate the uncertainties in climate forcings from uncertainties in the climate
response to forcings.

The simulations of 20th century (20CEN) climate analyzed here show climate responses
that differ because of differences in:

* Model physics and resolution;

* The forcings incorporated in the 20CEN experiment;

* The chosen forcing history, and the manner in which a specific forcing was applied.
* Model initial conditions.

We consider it a priority to partition the uncertainties in climate forcings and model
responses, and thus improve our ability to interpret differences between models and
observations. This could be achieved by better coordination of experimental design,
particularly for the 20CEN simulations that are most relevant for direct comparison
with observations.

2. Quantify the contributions of changes in black carbon aerosols and land use/land cover
to recent large-scale temperature changes.

We currently lack experiments in which the effects of black carbon aerosols and LULC
are varied individually (while holding other forcings constant). Such “single forcing” runs
will help to quantify the contributions of these forcings to global-scale changes in lapse
rates.

3. Explicitly consider model and observational uncertainty.

Efforts to evaluate model performance or identify human-induced climate change
should always account for uncertainties in both observations and in model simulations
of historical and future climate. This is particularly important for comparisons involv-
ing long-term changes in upper-air temperatures. It is here that current observational
uncertainties are largest and require better quantification.

4. Perform the “next generation” of detection and attribution studies.

Formal detection and attribution studies utilizing the new generation of model and ob-
servational data sets detailed herein should be undertaken as a matter of priority.
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Climate models can
be used to simulate
the response

to changes in a
single forcing or

a combination of
forcings, and thus
have real advantages
for studying cause-
effect relationships.

I.INTRODUCTION

A key scientific question addressed in this re-
port is whether the Earth’s surface has warmed
more rapidly than the troposphere over the past
2-3 decades (NRC, 2000). Chapter 1 noted that
there are good physical reasons why we do not
expect surface and tropospheric temperatures
to evolve in unison at all places and on all time-
scales. Chapters 2, 3, and 4 summarized our
current understanding of observed changes in
surface and atmospheric temperatures. These
chapters identified important differences be-
tween surface and tropospheric temperatures,
some of which may be due to remaining prob-
lems with the observational data, and some of
which are likely to be real.

In Chapter 5, we seek to explain and reconcile
the apparently disparate estimates of observed
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changes in surface and tropospheric tem-
peratures. We make extensive use of computer
models of the climate system. In the real world,
multiple “climate forcings” vary simultaneous-
ly, and it is difficult to identify and separate the
climate effects of individual factors. Further-
more, the experiment that we are performing
with the Earth’s climate system lacks a suitable
control — we do not have a convenient “parallel
Earth” on which there are no human-induced
changes in greenhouse gases, aerosols, or other
climate forcings. Climate models can be used
to perform such controlled experiments, or to
simulate the response to changes in a single
forcing or combination of forcings, and thus
have real advantages for studying cause-ef-
fect relationships. However, models also have
systematic errors that can diminish their useful-
ness as a tool for interpretation of observations
(Gates et al., 1999; McAvaney et al., 2001).

BOX 5.1: Climate Models

Climate models provide us with estimates of how the real world’s climate system behaves and is likely to respond
to changing natural and human-caused forcings. Because of limitations in our physical understanding and com-
putational capabilities, models are simplified and idealized representations of a very complex reality. The most
sophisticated climate models are direct descendants of the computer models used for weather forecasting. While
weather forecast models seek to predict the specific timing of weather events over a period of days to several
weeks, climate models attempt to simulate future changes in the average distribution of weather events.

Because the climate system is chaotic, fully coupled models of the atmosphere and ocean cannot simulate exactly
the same sequence of individual weather events that occurred in the real world (see Section 2). Such models can,
however, capture many of the statistical characteristics of observed weather and climate variability, on timescales
of days to decades. Many models have demonstrated skill in their portrayal of major modes of observed climate
variability, such as the North Atlantic Oscillation (Hurrell et al., 2003), the El Nifio/Southern Oscillation (ENSO;
AchutaRao and Sperber, 2006) or the Atlantic Multidecadal Oscillation (Knight et al., 2005). This variability con-
tributes to the background “noise” against which any signal of human effects on climate must be detecteda- (Box
5.5).

Simulations of 2|st century climate are typically based on “scenarios” of future emissions of GHGs, aerosols and
aerosol precursors, which in turn derive from scenarios of population changes, economic growth, energy usage,
developments in energy production technology, etc. Climate models are also used to “hindcast” the climate
changes that we have observed over the 20th century. When run in “hindcast” mode, a climate model is not con-
strained by actual weather observations from satellites or radiosondes. Instead, it is driven by our best estimates
of changes in some (but probably not all) of the major forcings, such as GHG concentrations, the Sun’s energy
output, and the amount of volcanic dust in the atmosphere. In hindcast experiments, a climate model is free to
simulate the full four-dimensional (latitude, longitude, height/depth and time) distributions of temperature, mois-
ture, etc. Comparing the results of such an experiment with long observational records constitutes a valuable test
of model performance.

A more complete assessment of climate models and their ability to represent many different aspects of the climate
system will be covered in CCSP Synthesis and Assessment Product 3.I: “Climate Models: An Assessment of
Strengths and Limitations for User Applications.”

a. There is some evidence that human-induced climate change may modulate the statistical behavior of existing modes of
climate variability (Hasselmann, 1999).
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We evaluate published research that has made
rigorous quantitative comparisons of modeled
and observed temperature changes, primarily
over the satellite and radiosonde eras. Some
new model experiments (performed in sup-
port of the IPCC Fourth Assessment Report)
involve simultaneous changes in a wide range
of natural and human-induced climate forcings.
These experiments are highly relevant for direct
comparison with satellite-, radiosonde-, and
surface-based temperature observations. We
review their key results here.

2. MODEL SIMULATIONS
OF RECENT TEMPERATURE
CHANGE

Many different types of computer model
are used for studying climate change issues
(Meehl, 1984; Trenberth, 1992; see Box 5.1).
Models span a large range of complexity, from
the one- or two-dimensional energy-balance
models (EBMs) through Earth system Mod-
els of Intermediate Complexity (EMICs) to
full three-dimensional atmospheric General
Circulation Models (AGCMs) and coupled at-
mosphere-ocean GCMs (CGCMs). Each type
has advantages and disadvantages for specific
applications. The more complex AGCMs and
CGCMs are most appropriate for understanding
problems related to the atmosphere’s vertical
temperature structure, since they explicitly
resolve that structure, and incorporate many of
the physical processes (e.g., convection, inter-
actions between clouds and radiation) thought
to be important in maintaining atmospheric
temperature profiles. They are also capable of
representing the horizontal and vertical struc-
ture of unevenly distributed climate forcings
that may contribute to differential warming of
the surface and troposphere. Examples include
volcanic aerosols (Robock, 2000) or the sulfate
and soot aerosols arising from fossil fuel or bio-
mass burning (Penner et al., 2001; Ramaswamy
et al., 2001a,b).

AGCM experiments typically rely on an atmo-
spheric model driven by observed time-varying
changes in sea-surface temperatures (SSTs) and
sea-ice coverage. This is a standard reference
experiment that many AGCMs have performed
as part of the Atmospheric Model Intercompari-
son Project (“AMIP”; Gates et al., 1999). The

AMIP-style experiments discussed here also
include specified changes in a variety of natural
and human-caused forcing factors (Hansen et
al, 1997, 2002; Folland et al., 1998; Tett and
Thorne, 2004).

In both observations and climate models,
variations in the El Nifio-Southern Oscillation
(ENSO) have pronounced effects on surface
and tropospheric temperatures (Yulaeva and
Wallace, 1994; Wigley, 2000; Santer et al,,
2001; Hegerl and Wallace, 2002; Hurrell ef al.,
2003). When run in an AMIP configuration, an
atmospheric model “sees” the same changes in
ocean surface temperature that the real world’s
atmosphere experienced. The time evolution of
ENSO effects on atmospheric temperature is
therefore very similar in the model and observa-
tions. This facilitates the direct comparison of
modeled and observed temperature changes!.
Furthermore, AMIP experiments reduce
climate noise by focusing on the random vari-
ability arising from the atmosphere rather than
on the variability of the coupled atmosphere-
ocean system (which is larger in amplitude).
This “noise reduction” aspect of AMIP runs
has been exploited in efforts to identify human
effects on year-to-year changes in atmospheric
temperatures (Folland ef al., 1998; Sexton et
al., 2001) and volcanic influences on surface air
temperature (Mao and Robock, 1998).

One disadvantage of the AMIP experimental
set-up is that significant errors in one or more
of the applied forcing factors (or omission of
key forcings) are not “felt” by the prescribed
SSTs. Such errors are more obvious ina CGCM
experiment, where the ocean surface is free to
respond to imposed forcings. The lack of an
ocean response, combined with the masking
effects of natural variability, make it difficult
to use an AMIP-style experiment to estimate
the slow response of the climate system to an
imposed forcing change2. CGCM experiments

1 This does not mean, however, that the atmospheric
model will necessarily capture the correct amplitude
and horizontal and vertical structure of the tropo-
spheric temperature response to the specified SST
and sea-ice changes. Even with the specification of
observed ocean boundary conditions, the time evolu-
tion of modes of variability that are forced by both the
ocean and the atmosphere (such as the North Atlantic
Oscillation; see Rodwell et al., 1999) will not be the
same in the model and in the real world (except by
chance).

2 Volcanic forcing provides an example of the signal

Climate models

are also used to
“hindcast” the
climate changes that
we have observed
over the 20th
century. Comparing
the results of such
an experiment with
long observational
records constitutes
a valuable test of
model performance.
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AMIP-style
experiments and
CGCM runs are
both useful tools
for exploring the
possible causes of
differential warming.
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are more useful for this specific purpose (see
Chapter 1, Figure 1.3).

The CGCM experiments of interest here involve
amodel that has been “spun-up” until it reaches
some quasi-steady climate state3. The CGCM
is then run with estimates of how a variety of
natural and human-caused climate forcings
have changed over the 20th century. We refer
to these subsequently as “20CEN” experiments.
Since the true state of the climate system is
never fully known, the same forcing changes
are applied n times,* each time starting from
a slightly different initial climate state. This
procedure yields » different realizations of cli-
mate change. All of these realizations contain
some underlying “signal” (the climate response
to the imposed forcing changes) upon which
are superimposed n different manifestations
of “noise” (natural internal climate variability).
Taking averages over these n realizations yields
less noisy estimates of the signal (Wigley et
al., 2005a).

In a CGCM, ocean temperatures are fully pre-
dicted rather than prescribed. This means that
even a (hypothetical) CGCM which perfectly
captured all important aspects of ENSO phys-
ics would not have the same timing of El Nifio
and La Nifia events as the real world (except by
chance). The fact that ENSO variability — and
its effects on surface and atmospheric tempera-
tures — does not “line up in time” in observa-
tions and CGCM experiments hampers direct
comparisons between the twoS. This problem

estimation problem. The aerosols injected into the
stratosphere during a massive volcanic eruption are
typically removed within 2-3 years (Sato et al., 1993;
Hansen ef al., 2002; Ammann et al., 2003). Because
the large thermal inertia of the oceans causes a lag
in response to this forcing, the cooling effect of the
aerosols on the troposphere and surface persists for
much longer than 2-3 years (Santer et al., 2001; Free
and Angell, 2002; Wigley et al., 2005a). In the real
world and in “AMIP-style” experiments, this slow,
volcanically induced cooling of the troposphere and
surface is sometimes masked by the warming effects
of El Nifio events (Christy and McNider, 1994; Wigley,
2000; Santer et al., 2001), thus hampering volcanic
signal estimation.

3 There are a variety of different spin-up strategies.

4 In most of the experiments reported on here, n is
between 3 and 5.

5 If n is large enough to adequately sample the
(simulated) effects of natural variability on surface
and tropospheric temperatures, it is not necessarily
a disadvantage that the simulated and observed vari-
ability does not line up in time. In fact, this type of
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can be ameliorated by statistical removal of
ENSO effects (Santer et al., 2001; Hegerl and
Wallace, 2002; Wigley et al., 2005a)¢.

The bottom line is that AMIP-style experi-
ments and CGCM runs are both useful tools
for exploring the possible causes of differential
warming. We note that even if these two experi-
mental configurations employ the same atmo-
spheric model and the same climate forcings,
they can yield noticeably different simulations
of changes in atmospheric temperature profiles.
These differences arise for a variety of reasons,
such as AGCM-versus-CGCM differences in
sea-ice coverage, SST distributions, and cloud
feedbacks, and hence in climate sensitivity (Sun
and Hansen, 2003)7.

Most models undergo some adjustment of
poorly-known parameters which directly affect
key physical processes, such as convection and
rainfall. Parameters are varied within plausible
ranges, which are generally derived from direct
observations. The aim of this procedure is to
reduce the size of systematic model errors and
improve simulations of present-day climate.
Adjustment of uncertain model parameters
is not performed over the course of a 20CEN
experiment.

Several groups are now beginning to explore
model parameter space, and are investigating
the possible impact of parameter uncertainties
on simulations of mean present-day climate and
future climate change by running “perturbed
physics” ensembles (Allen, 1999; Forest et
al., 2002; Murphy et al., 2004; Stainforth et
al., 2005). Such work will help to quantify
one component of model uncertainty. Another
component of model uncertainty arises from
differences in the basic structure of modelss.

experimental set-up allows one to determine whether
the single realization of the observations is contained
within the “envelope” of possible climate solutions
that the CGCM simulates.

6 Residual effects of these modes of variability will
remain in the data.

7 See, for example, the Ocean A and Ocean E results
in Figure 3 of Sun and Hansen (2003).

8  The computer models constructed by different
research groups can have quite different “structures”
in terms of their horizontal and vertical resolution,
atmospheric dynamics (so-called “dynamical cores”),
numerical implementation (e.g., spectral versus grid-
point), and physical parameterizations. They do,
however, share many common assumptions.
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BOX 5.2: Uncertainties in Simulated Temperature Changes

In discussing the major sources of uncertainty in observational estimates of temperature change, Chapter 2 par-
titioned uncertainties into three distinct categories: “structural,” “parametric,” and “statistical.” Uncertainties in
simulated temperature changes fall into similar categories. In the modeling context, “structural” uncertainties can
be thought of as the uncertainties resulting from the choice of a particular climate model, model configuration
(Section 2), or forcing data set (Section 3).

Within a given model, there are small-scale physical processes (such as convection, cloud formation, precipitation,
etc.) that cannot be simulated explicitly. Instead, so-called “parameterizations” represent the large-scale effects of
these unresolved processes. Each of these processes has uncertainties in the values of one or more key parameters.2
Varying these parameters within plausible ranges introduces “parametric” uncertainty in climate change simulations
(Allen, 1999; Forest et al., 2002; Murphy et al., 2004). Finally (analogous to the observational case), there is statistical
uncertainty that arises from the unpredictable “noise” of internal climate variability, from the choice of a particular
statistical metric to describe climate change, or from the application of a selected metric to noisy data.

a. Note that some of these parameters influence not only the climate response, but also the portrayal of the forcing itself. Examples
include parameters related to the size of sulfate aerosols, and how aerosol particles scatter incoming sunlight.

Section 5 considers results from a range of
state-of-the-art CGCMs, and thus samples some
of the “structural uncertainty” in model simula-
tions of 20th century climate change (Table 5.1).
A further component of the spread in simula-
tions of 20th century climate is introduced by
uncertainties in the climate forcings with which
models are run (Table 5.2). These are discussed
in the following Section.

3. FORCINGS IN SIMULATIONS
OF RECENT CLIMATE CHANGE

In an ideal world, there would be reliable quan-
titative estimates of all climate forcings — both
natural and human-induced — that have made
significant contributions to surface and tropo-
spheric temperature changes. We would have
detailed knowledge of how these forcings had
changed over space and time. Finally, we would
have used standard sets of forcings to perform
climate-change experiments with a whole suite
of numerical models, thus isolating uncertain-
ties arising from structural differences in the
models themselves (see Box 5.2).

Unfortunately, this ideal situation does not
exist. As part of the IPCC Third Assessment
Report, Ramaswamy et al. (2001b) assigned
subjective confidence levels to our current
“level of scientific understanding” (LOSU) of
the changes in a dozen different climate forc-
ings. Only in the case of well-mixed greenhouse
gases (“GHGs”; carbon dioxide [CO,], methane,
nitrous oxide, and halocarbons) was the LOSU
characterized as “high.” The LOSU of changes

in stratospheric and tropospheric ozone was
judged to be “medium.” For all other forcings
(various aerosols, mineral dust, land use-in-
duced albedo changes, solar, etc.), the LOSU
was estimated to be “low” or “very low” (see
Chapter 1, Table 1.1 and Section 1.2)°.

In selecting the forcings for simulating the cli-
mate of the 20th century, there are at least three
strategies that modeling groups can adopt. The
first strategy is to incorporate only those forc-
ings whose changes and effects are thought to
be better understood, and for which time- and
space-resolved data sets suitable for performing
20CEN experiments are readily available. The
second strategy is to include a large number
of different forcings, even those for which the
LOSU is “very low.” A third strategy is to vary
the size of poorly known 20CEN forcings. This
yields a range of simulated climate responses,
which are then used to estimate the levels of the
forcings that are consistent with observations
(e.g, Forest et al., 2002).

The pragmatic focus of Chapter 5 is on climate
forcings that have been incorporated in many
CGCM simulations of 20th century climate.
The primary forcings that we consider are
changes in well-mixed GHGs, the direct effects
of sulfate aerosol particles, tropospheric and
stratospheric ozone, volcanic aerosols, and solar

9 We note that there is no direct relationship between
the LOSU of a given forcing and the contribution of
that forcing to 20th century climate change. Forcings
with “low” or “very low” LOSU may have had sig-
nificant climatic impacts at regional and even global
scales.
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BOX 5.3: Example of a Spatially-Heterogeneous

Forcing: Black Carbon Aerosols

Carbon-containing aerosols (also known as “carbonaceous” aerosols) exist in a variety
of chemical forms (Penner et al., 2001). Two main classes of carbonaceous aerosol are
generally distinguished: “black carbon” (BC) and “organic carbon” (OC). Both types
of aerosol are emitted during fossil fuel and biomass burning. Most previous modeling
work has focused on BC aerosols rather than OC aerosols. Some of the new model
experiments described in Section 5 have now incorporated both types of aerosol in
CGCM simulations of 20th century climate changes (see Tables 5.2 and 5.3).

Black carbon aerosols absorb sunlight and augment the GHG-induced warming of
the troposphere (Hansen et al., 2000; Satheesh and Ramanathan, 2000; Penner et al.,
2001; Hansen, 2002; Penner et al., 2003)a-. Their effects on atmospheric temperature
profiles are complex, and depend on such factors as the chemical composition, particle
size, and height distribution of the aerosols (e.g., Penner et al., 2003).

Menon et al. (2002) showed that the inclusion of fossil fuel and biomass aerosols over
China and IndiaPb- directly affected simulated vertical temperature profiles by heating
the lower troposphere and cooling the surface. In turn, this change in atmospheric
heating influenced regional circulation patterns and the hydrological cycle. Krishnan
and Ramanathan (2002) found that an increase in black carbon aerosols has reduced
the surface solar insolation (exposure to sunlight) over the Indian subcontinent.
Model experiments performed by Penner et al. (2003) suggest that the net effect of
carbonaceous aerosols on global-scale surface temperature changes depends criti-
cally on how aerosols affect the vertical distribution of clouds. On regional scales, the
surface temperature effects of these aerosols are complex, and vary in sign (Penner
et al.,, 2006).

a. Note that soot particles are sometimes transported long distances by winds, and can also have
a “far field” effect on climate by reducing the reflectivity of snow in areas remote from pollution
sources (Hansen and Nazarenko, 2003; Jacobson, 2004).

b. During winter and spring, black carbon aerosols contribute to a persistent haze over large areas
of Southern Asian and the Northern Indian Ocean (Ramanathan et al., 2001).
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ed in many of the new CGCM
simulations of 20th century
climate described in Section 5
(see Tables 5.1 and 5.2).

Clearly, we will never have
complete and reliable infor-
mation on all forcings that are
thought to have influenced
climate over the late 20th
century. A key question is
whether those forcings most
important for understanding
the differential warming prob-
lem are reliably represented.
This is currently difficult to
answer. What we can say,
with some certainty, is that
the expected atmospheric tem-
perature signal due to forcing
by well-mixed GHGs alone is
distinctly different from the
signal due to the combined
effects of multiple natural and
human forcing factors (Chap-
ter 1; Santer et al., 1996a; Tett
et al., 1996; Hansen et al.,
1997, 2002; Bengtsson et al.,
1999; Santer et al., 2003a).

This is illustrated by the

irradiance. These are forcings whose effects
on surface and atmospheric temperatures have
been quantified in rigorous fingerprint studies
(see Section 4.4). This does not diminish the
importance of other climate forcings, whose
global-scale contributions to “differential
warming” have not been reliably quantified
to date.

Examples of these “other forcings” include
carbon-containing aerosols produced during
fossil fuel or biomass combustion, human-in-
duced changes in land surface properties, and
the indirect effects of tropospheric aerosols on
cloud properties. There is emerging scientific
evidence that such spatially variable forcings
may have had important impacts on regional
and even on global climate (NRC, 2005). Some
of this evidence is summarized in Box 5.3 and
Box 5.4 for the specific cases of carbonaceous
aerosols and land use change. These and other
previously neglected forcings have been includ-

20CEN and “single forcing” experiments per-
formed with the Parallel Climate Model (PCM;
Washington et al., 2000). In PCM, changes in
the vertical profile of atmospheric tempera-
ture over 1979 to 1999 are primarily forced by
changes in well-mixed GHGs, ozone, and vol-
canic aerosols (Figure 5.1). Changes in solar
irradiance and the scattering effects of sulfate
aerosols are of secondary importance over this
period. Even without performing formal sta-
tistical tests, it is visually obvious from Figure
5.1 that radiosonde-based estimates of observed
stratospheric and tropospheric temperature
changes are in better agreement with the PCM
20CEN experiment than with the PCM “GHG
only” run.

This illustrates the need for caution in com-
parisons of modeled and observed atmospheric
temperature change. The differences evident
in such comparisons have multiple interpreta-
tions. They may be due to real errors in the
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BOX 5.4: Example of a Spatially-Heterogeneous

Forcing: Land Use Change

Humans have transformed the surface of the planet through such activities as conversion of forest to cropland,
urbanization, irrigation, and large water diversion projects (see Chapter 4). These changes can affect a variety of
physical properties of the land surface, such as the albedo (reflectivity), the release of water by plants (transpira-
tion), the moisture-holding capacity of soil, and the surface “roughness.” Alterations in these physical properties
may in turn affect runoff, heat and moisture exchanges between the land surface and atmospheric boundary layer,
wind patterns, and even rainfall (e.g, Pitman et al., 2004). Depending on the nature of the change, either warming
or cooling of the land surface may occur (Myhre and Myhre, 2003).

At the regional level, modeling studies of the Florida peninsula (Marshall et al., 2004) and southwest Western Australia
(Pitman et al., 2004) have linked regional-scale changes in atmospheric circulation and rainfall to human transformation
of the natural vegetation. Modeling work focusing on North America suggests that the conversion of natural forest
and grassland to agricultural production has led to a cooling in summertime (Oleson et al., 2004). The global-scale
signal of land use/land cover (LULC) changes from pre-industrial times to the present is estimated to be a small net
cooling of surface temperature (Matthews et al.,, 2003, 2004; Brovkin et al., 2004; Hansen et al., 2005a; Feddema et
al,, 2005). Larger regional trends of either sign are likely to be evident (e.g., Hansen et al.,, 2005a)2-.

a. Larger regional trends do not necessarily translate to enhanced detectability. Although the signals of LULC and other spatially-
heterogeneous forcings are likely to be larger regionally than globally, the “noise” of natural climate variability is also larger at smaller
spatial scales. It is not obvious a priori, therefore, how signal-to-noise relationships (and detectability of a given forcing’s climate effects)

behave as one moves from global to continental to regional scales.

models, !0 errors in the forcings used to drive the
models, the neglect of important forcings, and
residual inhomogeneities in the observations
themselves. They may also be due to different
manifestations of natural variability noise in the
observations and a given CGCM realization.
All of these factors can be important in model
evaluation work.

4. PUBLISHED COMPARISONS
OF MODELED AND OBSERVED
TEMPERATURE CHANGES

A number of observational and modeling stud-
ies have attempted to shed light on the possible
causes of “differential warming”!l. We have

10 These may lie in the physics, parameterizations,
inadequate horizontal or vertical resolution, efc.

I We do not discuss studies which provide empirical
estimates of “equilibrium climate sensitivity” — the
steady-state warming of the Earth’s surface that would
eventually be reached after the climate system equili-
brated to a doubling of pre-industrial CO, levels. This
is often referred to as ATyyco,. Estimates of ATsco,
have been obtained by studying Earth’s temperature
response to “fast,” “intermediate,” and “slow” forcing
of the climate system. Examples include the “fast”
(<10-year) response of surface and tropospheric
temperatures to massive volcanic eruptions (Hansen
et al., 1993; Lindzen and Giannitsis, 1998; Douglass
and Knox, 2005; Wigley et al., 2005a,b; Robock,
2005); the “intermediate” (100- to 150-year) response
of surface temperatures to natural and human-caused
forcing changes over the 19th and 20th centuries
(Andronova and Schlesinger, 2001; Forest et al., 2002;
Gregory et al., 2002; Harvey and Kaufmann, 2002) or

attempted to organize the discussion of results
so that investigations with similar analysis
methods are grouped together!2. Our discussion
proceeds from simple to more complex and
statistically rigorous analyses.

4.1 Regression Studies Using
Observed Global-mean
Temperature Data

One class of study that has attempted to address
the causes of recent tropospheric temperature
change relies on global-mean observational data
only (Jones, 1994; Christy and McNider, 1994;
Michaels and Knappenberger, 2000; Douglass
and Clader, 2002). Such work uses a multiple
regression model to quantify the statistical rela-
tionships between various “predictor variables”
(typically time series of ENSO variability,

to solar and volcanic forcing changes over the past 1-2
millennia (Crowley, 2000), and the “slow” (100,000-
year) response of Earth’s temperature to orbital
changes between glacial and interglacial conditions
(Hoffert and Covey, 1992; Hansen et al., 1993). These
investigations are not directly relevant to elucidation
of the causes of changes in the vertical structure of
atmospheric temperatures, which is the focus of this
Chapter.

12 Tt is useful to mention one technical issue relevant
to model-data comparisons. As noted in Chapter 2,
the satellite-based Microwave Sounding Unit (MSU)
monitors the temperature of very broad atmospheric
layers. To facilitate comparisons with observed MSU
data sets, many of the studies reported on here cal-
culate “synthetic” MSU temperatures from climate
model experiments. Technical aspects of these cal-
culations are discussed in Chapter 2, Box 2.1.
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Figure 5.1: Vertical profiles of global-mean atmospheric temperature change
over 1979 to 1999. Surface temperature changes are also shown. Results are from
two different radiosonde data sets (HadAT2 and RATPAC; see Chapter 3) and
from single forcing and combined forcing experiments performed with the Paral-
lel Climate Model (PCM; Washington et al., 2000). PCM results for each forcing
experiment are averages over four different realizations of that experiment. All
trends were calculated with monthly mean anomaly data.
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volcanic aerosol loadings, and solar irradiance)
and a single “predictand” (typically T,; ). The
aim is to remove the effects of the selected
predictors on tropospheric temperature, and to
estimate the residual trend that may arise from
human-induced forcings. The quoted values for
this residual trend in T,; 1 range from 0.04 to
0.09°C/decade!s.

These studies often make the unrealistic as-
sumption that the uncertainties inherent in
such statistical signal separation exercises are
very small. They do not explore the sensitiv-
ity of regression results to uncertainties in the
predictor variables or the observational record,
and generally use solar and volcanic forcings

13 The studies by Jones (1994) and Christy and
McNider (1994) remove volcano and ENSO effects
from T,y 1, and estimate residual trends of 0.093 and
0.090°C/decade over 1979 to 1993. A similar inves-
tigation by Michaels and Knappenberger (2000) ob-
tained a residual trend of 0.041°C/decade over 1979 to
1999. The error bars on these residual trend estimates
are either not given, or claimed to be very small (e.g.,
+ 0.005°C/decade in Christy and McNider). A fourth
study removed combined ENSO, volcano, and solar
effects from T,; 1, and estimated a residual trend of
0.065 £ 0.012°C/decade over 1979 to 2000 (Douglass
and Clader, 2002).

Chapter 5

as predictors rather than the climate responses
to those forcings. Distinctions between forc-
ing and response are important (Wigley et
al., 2005a). Accounting for uncertainties in
predictor variables (and use of responses rather
than forcings as predictors) expands the range
of uncertainties in estimates of residual T,
trends (Santer et al., 2001)14.

Regression methods have also been used to esti-
mate the net effects of ENSO and volcanoes on
trends in global-mean surface and tropospheric
temperatures. For T,; 1, both Jones (1994) and
Christy and McNider (1994) found that ENSO
effects induced a small net warming of 0.03 to
0.05°C/decade over 1979 to 1993, while volca-
noes caused a cooling of 0.18°C/decade over
the same period. Michaels and Knappenberger
(2000) also reported a relatively small ENSO
influence on T,y trends!5. Santer ef al. (2001)
noted that over 1979 to 1997, volcanoes had
likely cooled the troposphere by more than
the surface. Removing the combined volcano
and ENSO effects from surface and UAH T, 1
data helped to explain some of the observed
differential warming: the “raw” Tg-minus-
T, r trend over 1979 to 1997 decreased from
roughly 0.15°C/decade to 0.05-0.13°C/decade.16
Removal of volcano and ENSO influences
also brought observed lapse rate trends closer
to model results, but could not fully reconcile
modeled and observed lapse rate trends!”.

14 Santer et al. (2001) obtain residual T,; 1 trends
ranging from 0.06 to 0.16°C/decade over 1979 to
1999. Their regression model is iterative, and involves
removal of ENSO and volcano effects only.

15 The ENSO components of their T,; 1 trends were
0.04°C/decade over 1979 to 1998 and 0.01°C/decade
over 1979 to 1999. This difference in the net ENSO
influence on T,; 1 (with the addition of only a single
year of record) arises from the El Nifio event in
1997/98, and illustrates the sensitivity of this kind of
analysis to so-called “end effects.”

16 The latter results were obtained with the HadCRUTv
surface data (Jones et al., 2001) and version d03 of
the UAH T, 1 data. The range of residual lapse-rate
trends arises from parametric uncertainty, i.e., from
the different choices of ENSO predictor variables and
volcano parameters.

17 Santer et al. (2001) analyzed model experiments per-
formed with the ECHAM4/OPYC model developed at
the Max-Planck Institute for Meteorology in Hamburg
(Roeckner et al., 1999). The experiments included
forcing by well-mixed greenhouse gases, direct and
indirect sulfate aerosol effects, tropospheric and
stratospheric ozone, and volcanic aerosols (Pinatubo
only).
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4.2 Regression Studies

Using Spatially Resolved
Temperature Data

Other regression studies have attempted to
remove natural variability influences using
spatially resolved temperature data. Regression
is performed “locally” at individual grid-points
and/or atmospheric levels. To obtain a clearer
picture of volcanic effects on atmospheric tem-
peratures, Free and Angell (2002) removed the
effects of variability in ENSO and the Quasi-
Biennial Oscillation (QBO) from Hadley Centre
radiosonde datal8. Their work clearly shows that
the cooling effect of massive volcanic eruptions
has been larger in the upper troposphere than in
the lower troposphere. The implication is that
volcanic effects probably contribute to slow
changes in observed lapse rates.

Hegerl and Wallace (2002) used regression
methods to identify and remove different
components of natural climate variability from
gridded fields of surface temperature data,
UAH T, 1, and “synthetic” Ty 1 calculated from
radiosonde data. They focused on the variability
associated with ENSO and the so-called “cold
ocean warm land” (COWL) pattern (Wallace et
al., 1995). While ENSO and COWL variability
made significant contributions to the month-to-
month and year-to-year variability of tempera-
ture differences between the surface and Ty 1,
their analysis indicated that it had very little im-
pact on decadal fluctuations in lapse rate. The
authors concluded that natural variability alone
was unlikely to explain these slow lapse-rate
changes. However, the removal of ENSO and
COWL effects more clearly revealed a volcanic
contribution, consistent with the findings of
Santer et al. (2001) and Free and Angell (2002).
A climate model control run (with no changes in
forcings) and a 20CEN experiment were unable
to adequately reproduce the observed decadal
changes in lapse rate!9.

18 The HadRT2.1 data set of Parker et al. (1997). Like
Santer et al. (2001), Free and Angell (2002) also found
some sensitivity of the estimated volcanic signals to
“parametric” uncertainty.

19 The model was the ECHAM4/OPYC CGCM used
by Bengtsson et al. (1999). The 20CEN experiment
analyzed by Hegerl and Wallace (2002) involved
combined changes in well-mixed greenhouse gases,
the direct and indirect effects of sulfate aerosols, and
tropospheric ozone. Forcing by volcanoes and strato-
spheric ozone depletion was not included.

4.3 Other Studies of Global and
Tropical Lapse-rate Trends

Several studies have investigated lapse-rate
trends without attempting to remove volcano
effects or natural climate noise. Brown et al.
(2000) used surface, radiosonde, and satellite
data to identify slow, tropic-wide changes in
the lower tropospheric lapse rate20. In their
analysis, the surface warmed relative to the
troposphere between the early 1960s and mid-
1970s and after the early 1990s. Between these
two periods, the tropical troposphere warmed
relative to the surface. The spatial coherence
of these variations (and independent evidence
of concurrent variations in the tropical general
circulation) led Brown et al. (2000) to conclude
that tropical lapse rate changes were unlikely
to be an artifact of residual errors in the ob-
servations.

Very similar decadal changes in lower tropo-
spheric lapse rate were reported by Gaffen et
al. (2000)2!. Their study analyzed radiosonde-
derived temperature and lapse rate changes over
two periods: 1960 to 1997 and 1979 to 1997.
Tropical lapse rates decreased over the longer
period?2 and increased over the satellite era23.
To evaluate whether natural climate variability
could explain these slow variations, Gaffen et
al. (2000) computed lapse rates from the control
runs performed with three different CGCMs.
Each control run was 300 years in length. These
long runs provided estimates of the “sampling
variability” of modeled lapse rate changes on
timescales relevant to the two observational
periods (38 and 19 years)?4. Model-based esti-

20 The Brown et al. (2000) study employed UKMO
surface data (HadCRUT), version d of the UAH Ty 1,
and an early version of the Hadley Centre radiosonde
data set (HadRT2.0) that was uncorrected for instru-
mental biases.

21 Gaffen et al. (2000) used a different radiosonde data
set from that employed by Brown et al. (2000). The
two groups also analyzed different surface tempera-
ture data sets.

22 Corresponding to a tendency towards a more stable
atmosphere.

23 These lapse-rate changes were accompanied by
increases and decreases in tropical freezing heights
(which were inferred from the same radiosonde
data).

24 Each control run was used to generate distributions
of 38-year and 19-year lapse rate trends. For example,
a 300-year control run can be split up into 15 different
“segments” that are each of length 19 years (assuming
there is no overlap between segments). From these
segments, one obtains 15 different estimates of how
the lapse rate might vary in the absence of any forcing

The cooling effect
of massive volcanic
eruptions has
been larger in the
upper troposphere
than in the lower
troposphere.
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Different
climate forcings
have different
characteristic
patterns of
temperature
response

(“fingerprints”).
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mates of natural climate variability could not
adequately explain the observed tropical lapse
rate changes over 1979 to 1997. Similar con-
clusions were reached by Hansen et al. (1995)
and Santer ef al. (2000). Including natural and
anthropogenic forcings in the latter study nar-
rowed the gap between modeled and observed
estimates of recent lapse-rate changes, although
a significant discrepancy between the two still
remained.

It should be emphasized that all of the studies
reported on to date in Section 4 relied on satel-
lite data from one group only (UAH), on early
versions of the radiosonde data25, and on experi-
ments performed with earlier model “vintages.”
It is likely, therefore, that this work may have
underestimated the structural uncertainties in
observed and simulated estimates of lapse rate
changes. We will consider in Section 5 whether
modeled and observed lapse rate changes can
be better reconciled by the availability of more
recent 20CEN runs and more comprehensive
estimates of structural uncertainties in obser-
vations.

4.4 Pattern-based “Fingerprint”
Detection Studies

Fingerprint detection studies rely on patterns
of temperature change (Box 5.5). The patterns
are typically either latitude-longitude “maps”
(e.g, for Ty, T», Tg, etc.) or latitude-height cross-
sections through the atmosphere26. The basic
premise in fingerprinting is that different cli-
mate forcings have different characteristic pat-
terns of temperature response (“fingerprints”),
particularly in the free atmosphere (Chapter 1,
Figure 1.3; Hansen ef al., 1997, 2002, 2005a;
Bengtsson et al., 1999; Santer et al., 1996a;
Tett et al., 1996).

changes. The observed lapse rate change over 1979 to
1997 is then compared with the model trend distribu-
tion to determine whether the observed result could
be explained by natural variability alone.

25 These radiosonde data sets were either unadjusted
for inhomogeneities, or had not been subjected to the
rigorous adjustment procedures used in more recent
work (Lanzante ef al., 2003; Thorne et al., 2005).

26 In constructing these cross-sections, the tempera-
ture changes are generally averaged along individual
bands of latitude. Zonal averages are then displayed at
individual pressure levels, starting at the lowest model
or radiosonde level and ending at the top of the model
atmosphere or 