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2.1. Overview of the Models

The analysis facilities used in this exercise aferred to as integrated assessment
models (IAMs) in that they combine, in an integdabemework, the socio-economic and
physical processes and systems that define therhinflaence on, and interactions with,
the global climate. They integrate computer modésocio-economic and technological
determinants of the emissions of greenhouse g&d4¢6¢) and other substances
influencing the Earth’s radiation balance with misd# the natural science of Earth
system response, including those of the atmospbeeans, and terrestrial biosphere.
Although they differ in their specific design obijees and details of their mathematical
structures, each of these IAMs was developed ®ptirpose of gaining insight into
economic and policy issues associated with glolralate change.

To create scenarios of sufficient depth, scope,dtdil, a number of model
characteristics were deemed critical for developgméthese scenarios. The criteria set
forth in Chapter 1 led to the selection of thre®lis\

* TheIntegrated ®bal Systems Mdel (the IGSM) of the Massachusetts Institute of
Technology’s Joint Program on the Science and Polic&lobal Change. The IGSM
(Sokolov et al. 2005) is an Earth system model ¢batprises a multi-sector, multi-
region economic component and a science companehiding a two-dimensional
atmosphere, a three-dimensional ocean, and aetetsidgeochemical model of the
terrestrial biosphere. Because this study focasasew emissions scenarios, results
from the economic model component of the IGSM,Ehassions Prediction and
Policy Analysis (EPPA) model (Paltsev et al. 20@B¢ featured in the discussion
below. EPPA is a recursive-dynamic computable gdreguilibrium (CGE) model
of the world economy and greenhouse-relevant eamisssolved on a five-year time
step. Previous applications of the IGSM and it® Elomponent system can be
found at http://web.mit.edu/globalchange.
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* The Model for Evaluating the Rgional and ®bal Efects of GHG reduction policies
(MERGE) was developed jointly at Stanford Universihd the Electric Power
Research Institute. MERGE (Manne and Richels 2@0&h intertemporal general
equilibrium model of the global economy in whicle tworld is divided into nine-
geopolitical regions. It is solved on a ten-yeardistep. MERGE is a hybrid model
combining a bottom-up representation of the enstgpply sector, together with a
top-down perspective on the remainder of the ecgnor8avings and investment
decisions are modeled as if each region maximieesliscounted utility of its
consumption, subject to an intertemporal wealthsttamt. Embedded within this
structure is a reduced-form representation of thesigal earth system. MERGE has
been used to explore a range of climate-relatestsssncluding multi-gas strategies,
the value of low-carbon-emitting energy technolegtée choice of near-term
hedging strategies under uncertainty, the impafcisarning-by-doing, and the
potential importance of “when” and “where” flexiiyl. To support this analysis of
stabilization scenarios, the multi-gas version lteen revised by adjustments in
technology and other assumptions. The MERGE cadeablications describing its
structure and applications can be found at httpaivstanford.edu/group/MERGE/.

* The MiniCAM is an integrated assessment model,r{Bee et al. 2003) that
combines a technologically detailed market equuitormodel of the global energy
and agricultural systems with a suite of couplestgycle, climate, and ice-melt
models, integrated in the ddel for the Asessment of Benhouse-gasidiuced
Climate_ Change (MAGICC). lItis developed and maintainethatJoint Global
Change Research Institute, a partnership betweeRahific Northwest National
Laboratory and the University of Maryland. The rab@ solved on a 15-year time
step. MiniCAM has been used extensively for enectignate, and other
environmental analyses conducted for organizatieatinclude the U.S. Department
of Energy (DOE), the U.S. Environmental Protecthkgency (EPA), the
Intergovernmental Panel on Climate Change (IPC@),s&veral major private sector
energy companies. Its energy sector is basednooda! developed by Edmonds and
Reilly (1985). The model is designed to examimegiterm, large-scale changes in
global and regional energy systems, focusing onntipact of energy technologies.
Documentation for MiniCAM can be found at
http://www.globalchange.umd.edu/models/MiniCAM.pdf/

These three are among the most detailed modetgsatype of IAM, and the roots of
each extend back more than a decade.

Because these models were designed to addresedapping set of climate-change
issues, they are similar in many respects. Allghrave both social science-based
components that capture the socio-economic anehodafpy interactions underlying the
emissions of GHGs. And each incorporates modethpsical cycles for GHGs and
other radiatively important substances and otheects of the natural science of global
climate. The differences among them lie in theill@nd construction of these

11t differs from the pure “bottom-up” approach deised in the box in that demands for energy areepri
responsive.
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components and in the ways they are modeled toaette Each was designed with
somewhat different aspects of the climate issweragain focus. IGSM includes the most
detailed representation of the chemistry, physiog, biology of the atmosphere, oceans,
and terrestrial biosphere; thus, its EPPA compoiseté¢signed to provide the emissions
detail that these natural science components reqMERGE has its origins in an
energy-sector model that was initially designedefioergy technology assessment. It was
subsequently modified to explore the influencexgfextations (and uncertainty regarding
expectations) about future developments relatedinttate policy on the economics of
current investment and the cost-minimizing allamatf emissions mitigation over time.
Its focus requires a forward-looking structure, ethin turn requires simplification of the
non-energy components of the economy. MiniCAM ischnology rich IAM. It

features detailed representations of energy teolied, energy systems, and energy
markets, their interactions with agriculture anadaise technologies and markets, and
interactions with the terrestrial carbon cycle.eTiniCAM modeling team also
emphasized the role of demographic developmentgranditions in shaping the nature
and scale of economic systems.

Each of these IAMs thus has its unique strengthsaaeas of special insight. In this
scenario study, the simultaneous application dédéht model structures is useful in
revealing different aspects of the task of atmosgplstabilization. The differences
among their results, presented in Chapters 3 aackgn indication of the limits of our
knowledge about future GHG emissions and the angdle in stabilizing atmospheric
conditions. Indeed, differences among the refexdazcasts and in the implications of
various stabilization targets are likely within ttange that would be realized from an
uncertainty analysis applied to any one of theghas indicated by the analysis of the
EPPA model by Webster et al. (2003).

Table 2.1 provides a cross-model overview of sofrteekey characteristics to be
compared in the following sections of this chapt8ection 2.2 focuses on social science
components, describing similarities and differeraxed highlighting the assumptions that
have the greatest influences on the resulting smenaSection 2.3 does the same for the
natural science sub-models of each IAM, which is g#tudy make the connection
between the emissions of GHGs and other radiativebprtant substances and the
resulting atmospheric conditions.

Table 2.1. Characteristics of the Models
2.2.  Socio-Economic and Technology Components
2.2.1. Equilibrium, Expectations, and Trade
As can be seen in Table 2.1, the models represenbeic activity and associated
emissions in a similar way; each divides the weddnomy into several regions, and

further divides each region into economic sectdnsall three, the greatest degree of
disaggregation is applied to the various componeihésergy supply and demand.
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The models differ, however, in the representatibtne equilibrium structure, the role of
future expectations, and in the goods and sertiaegd.

MERGE and the EPPA component of the IGSM are CGHatspwhich solve for a
consistent set of supply-demand and price equalitm each good and factor of
production that is distinguished in the analysisthe process, CGE models ensure a
balance in each period of income and expenditudlecdsavings and investment for the
economy, and they maintain a balance in internatittade in goods and emissions
permits. MiniCAM is a partial equilibrium modebdusing on solving for supply-
demand and price equilibria within linked energg agricultural markets. Other
economic sectors that influence the demand forggnend agricultural products and the
costs of factors of production in these sectorgepeesented through exogenous
assumptions.

The models also differ in how expectations aboetftiiure affect current decisions. The
EPPA component of the IGSM and MiniCAM are recuestlynamic models, meaning
they are solved one period at a time with econ@ygants modeled as responding to
conditions in that period. This behavior is alsieneed to as “myopic” because these
agents do not consider expected future market tondiin their decisions. The
underlying behavioral assumption is that consuraptsproducers maximize their
individual utilities or profits. In MiniCAM this prcess is captured implicitly through the
use of demand and supply functions that evolve tner as a function of evolving
economic activity and regional economic developmientGSM explicit representative-
agent utility and sector production functions eediiat consumer and producer decisions
are consistent with welfare and profit maximizatibnboth of these models, the patterns
of emissions mitigation over time are imposed lguagptions intended to capture the
features of a strategy that, as explained in Se&id, would be cost-efficient. MERGE,
on the other hand, is an intertemporal optimizatiwdel where all periods are solved
simultaneously such that resources and mitigatifunteare allocated optimally over time
as well as among sectors. Intertemporal modelsistype are often referred to as
“forward-looking” or “perfect foresight” models bagse actors in the economy base
current decisions not only on current conditionsdiufuture ones which are assumed to
be known with certainty. Simultaneous solution lbpariods ensures that agents’
expectations about the future are realized in tbdehsolution. MERGE'’s forward-
looking structure allows it to explicitly solve fopst-minimizing emissions pathways, in
contrast to MiniCAM and IGSM which exogenously mése emissions mitigation
policies over time.

Although all three models also represent intermatidrade in goods and services and
include exchange in emissions permits, they difféahe combinations of goods and
services traded. In IGSM, all goods and serviepsasented in the model are traded,
with electricity trade limited to geographicallyrd@uous regions to the extent that it
occurs in the base data. MiniCAM models interrragldrade in oil, coal, natural gas,
agricultural goods, and emission permits. MERGHElet®trade in oil and natural gas,
emissions permits, energy-intensive industrial go@ad a single non-energy good
representing all other tradeable goods and setvices
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2.2.2. Population and Economic Growth

A projected increase in the overall scale of ecaoa@utivity is among the most

important drivers of GHG emissions. However, ecnitogrowth depends, in part, on
growth in population, which in all three modelsais exogenously determined input.
Although economic activity is ostensibly a projettautput of the models, its level is
largely determined by assumptions about labor prtedty and labor force growth,

which are also model inputs. Policies to reducessions below those in the reference
scenarios also affect economic activity, which rhaymeasured as changes in GDP or in
national consumption (see Chapter 4, which provaddscussion of the interpretation
and limitations of GDP and other welfare measures).

In MiniCAM, labor productivity and growth in thebar force are the main drivers of
GDP growth. GDP is calculated as the productlobidorce and average labor
productivity modified by an energy-service pricasticity. The labor force and labor
productivity are both exogenous inputs to MiniCAblit were developed for these
scenarios from detailed demographic analysis.tiS¢awith the underlying population
scenario, the labor force was estimated from agegender-specific labor force
participation rates applied to the relevant coha@msl then summed and adjusted by a
fixed unemployment rate. Trends were explicitipsidered, such as the increasing rate
of labor force participation by females in the UeSBonomy, the aging of the “baby
boomers,” and evolving labor participation ratesliesler cohorts, reflecting the
consequences of changing health and survival rataisor force productivity growth
rates vary over time and across region to reprekese evolving demographics.

In MERGE and the EPPA component of the IGSM theiddbrce and its productivity,
while extremely important, are not the only factdetermining GDP. Savings and
investment and productivity growth in other fact@g., materials, land, labor, and
energy) variously contribute as well. IGSM and MERuse population directly as a
measure of the labor force and apply assumptioostdabor productivity change that
are appropriate for that definition.

2.2.3. Energy Demand

In all three models, energy demands are represeatgahally and driven by regional
economic activity. As a region’s economic activitgreases, its corresponding demand
for energy services rises. Energy demand is dfsotad by assumptions about changing
technology, structure of the economy, and otheyimgreconomic conditions (see
Section 2.2.5). Similarly, all the models represbe way demand will respond to
changes in price. The formulation of price resgassarticularly important in the
construction of stabilization scenarios becausenip®sition of a constraint on carbon
emissions will require the use of more expensivergnsources with lower emissions
and will, therefore, raise the price of all fornfeeaergy.
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All three IAMs calculate energy demand at the |lexfetach model’s aggregated sectors.
None further disaggregates to engineering-proecgsgsentations of specific energy-
demand technologies (e.g., cars, air conditioneiddwever, the models differ in the
way they disaggregate energy demand. In the IG&W good- or service-producing
sector demands energy. The production sector ilspart-output structure where every
industry (including the energy sector) supplie®iifputs as inputs to intermediate
production in other industries and for final congtion. Households have separate
demands for automobile fuel and for all other epesgyvices. Each final demand sector
can use electricity, liquid fuels (petroleum produar biomass liquids), gas, and coal;
fuel for automobiles is limited to liquids. MiniQWrepresents demands for solid fuels,
liquid fuels, electricity, and gaseous fuels actbsse demand sectors: buildings,
transportation, and industry. MERGE has a single-@energy production sector for each
region that is the sole source of demand for faat electricity.

2.2.4. Energy Resources

Because the future availability of energy resourpesticularly of exhaustible fossil

fuels, is a fundamental determinant of human imfageon climate, the models provide
explicit treatments of the underlying resource bask three include empirically based
estimates of in-ground resources of oil, coal, matiral gas that might ultimately be
available, along with a model of the costs of estican. The levels of detail in the
different models are shown in Table 2.1. Eachhefrhodels includes both conventional
and unconventional sources in its resource baseegmesents the process of exhaustion
of resources by an increasing cost of exploitatidhat is, lower-cost resources are
utilized first so that the costs of extraction résethe resources are depleted. The models
differ, however, in the way they represent the@asing costs of extraction. MiniCAM
divides the resource base for each fossil fuel digorete grades with increasing costs of
extraction, along with an exogenous technical cbhahgt lowers resource extraction
costs over time. MERGE has similar differentiagddgs for oil and gas, but assumes that
the coal base is more than sufficient to meet pi@letlermand and that exogenous
technological improvements in extraction will benimal. For these reasons, MERGE
represents coal as having a constant cost overitigspective of utilization. IGSM
models resource grades with a continuous functnohteeats conventional oil, shale oll,
natural gas, and coal with a common functional foffael-producing sectors are subject
to economy-wide technical progress (e.g., incredéaaal productivity growth), which
partly offsets the rise in extraction costs. Thadels all incorporate tar sands and
unconventional gas (e.g., tight gas, coal-seamigdbg grade structure for oil and
natural gas, and each also includes the potergiadldpment of shale oil.

The models seek to represent all resources théd beuavailable as technology and
economic conditions vary over time and across satmnis. Thus, they reflect judgments
that technology will advance to the point whererently unused resources can be
economically exploited. Generally, then, they defa resource base that is more
expansive than, for example, that of the U.S. Ggiodd Survey, which estimates
technological and economic feasibility only at emtrtechnology and prices. However,
differences exist in the treatments of potentialilable resources. MiniCAM includes
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a detailed representation of the nuclear powepsgcicluding uranium resources,
nuclear fuel fabrication, reactor technology opsicand associated fuel-cycle cycles,
including waste, storage, and fuel reprocessi&SM and MERGE assume that the
uranium resources used for nuclear power generatmsufficient to meet likely use
and, therefore, do not explicitly model their déeiole.

The treatment of wind and solar resources alsemifimong the models. IGSM
represents the penalty for intermittent supply mdeling wind and solar as imperfect
substitutes for central station generation, whieeeetasticity of substitution implies a
rising cost as these resources supply a largee siialectricity supply. Land is also an
input, and the regional cost of wind/solar is basedstimates of regional resource
availability and quality. MERGE represents thessources as having a fixed cost that
improves over time, but it applies upper limitstba proportion of these resources,
representing limits on the integration of thes@ueses into the grid. MiniCAM
represents wind and solar technologies as extaptmver from a graded renewable
resource base. Wind and solar technology chosmeddpends on incremental needs for
energy storage and ancillary power associated imignmittency.

IGSM and MiniCAM model biomass production as conmggtor agricultural land.
Increasing production leads to an increasing |lamd, representing the scarcity of
agricultural land, and, thus, to an increasing cbftiomass as production expands.
MiniCAM also has a separate set of regional sufyotgtions for biomass supplied from
waste and residue sources. MERGE places an uppeoh the amount of biomass
energy that might supply the electric and non-eieenergy sectors, but otherwise
assumes a fixed cost for biomass energy and aldevsass to compete unhindered in
the market.

2.2.5. Technology and Technological Change

In most studies of energy and greenhouse gas emsssiechnology” is represented by
some form of economic production function whichapes the quantities of inputs
required to produce a unit of energy or some afoed, or to supply a particular
consumer demand using energy and other inputs.eMadaliffer substantially, however,
depending on their overall design objectives besaasga limitations and computational
feasibility force tradeoffs between the inclusidrengineering detail and the
representation of the interaction among the segsm&rd modern economy that
determines supply, demand, and prices (see Box 2.1)

Though all three of the models applied here folkotinybrid” approach to the
representation of energy technology, involving saibi$al detail in some areas and more
aggregate representations in others, some of theahthat flow from the distinct design
of each can be seen in Table 2.1. They represenge demand, as described in Section
2.2.3, with the application of an autonomous eneffjgiency improvement (AEEI)

factor to represent non-price-induced trends inggnase. However, AEEI parameter
values are not directly comparable across the rsdzktause each has a unique
representation of the processes that togetheriexiplka multiple forces that have
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contributed historically to changes in the energgmsity of economic activity. In IGSM
and MERGE, the AEEI captures non-price changesu(ivg structural change not
accounted for in the models) that can be energygusither than energy-saving.
MERGE represents the AEEI as a function of GDP gindw each region. MiniCAM
captures shifts among fuels through differing ineogtasticities, which change over
time, and separately represents AEEI efficiencypgai

--- BOX 2.1: TOP-DOWN, BOTTOM-UP, AND HYBRID MODELING ---

The models used in energy and environmental asgessare sometimes classified as
top-down, as opposed to bottom-up, in structudisénction that refers to the way they
represent technological options. A top-down magels an aggregate representation of
how producers and consumers can substitute nompemguts for energy inputs, or
relatively energy-intensive goods for less energgnsive goods. Often, these tradeoffs
are represented by aggregate production functiobg atility functions that describe
consumers’ willingness and technical ability to stithite among goods. The bottom-up
approach begins with explicit technological opticausd fuel substitution or changes in
efficiency occur as a result of a discrete chamngenfone specific technology to another.
The bottom-up approach has the advantage of beleg@represent explicitly the
combination of outputs, inputs, and emissions pésgyof capital equipment used to
provide consumer services (e.g., a vehicle modblLidding design) or to perform a
particular step in energy supply (e.g., a coadfipewerplant or wind turbine). However,
a limited number of technologies are typically ura#d, which may not well represent the
full set of possible options that exist in practi@dso, in a pure bottom-up approach, the
demands for particular energy services are oftamacterized as fixed (unresponsive to
price), and the prices of inputs such as cap#dloll, energy and materials are exogenous.
On the other hand, the top-down approach explioibdels demand responsiveness and
input prices, which usually require the use of oardus functions to model at least some
parts of the available technology set. The disathge of the latter approach is that
production functions of this form will poorly rement switch points from one technology
to another—as from one form of electric generatmanother, or from gasoline to
biomass blends as vehicle fuel. In practice, @ majority of models in use today,
including those applied in this study, are hybimdtat they include substantial
technological detail in some sectors and more agdeerepresentations in others.

--- END BOX ---

Other areas shown in the table where there ardisamt differences among the models
are in energy conversion—from fossil fuels or reabl@ sources to electricity, and from
solid fossil fuels or biomass to liquid fuels oisgdn the IGSM, discrete energy
technologies are represented as energy supplyrsecotained within the input-output
structure of the economy. Those sources of fuadsedectricity that now dominate
supply are represented as production functions thigshsame basic structure as the other
sectors of the economy. Technologies that may layge role in the future (e.g., power
plants with carbon capture and storage or oil fetrale) are introduced using this same
structure, calibrated to current engineering edtiaf required inputs. They are subject
to economy-wide productivity improvements (e.godg land, and energy productivity),
whose effect on cost depends on the share of eatdr fin the technology production
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function. MERGE and MiniCAM characterize energygly technologies in terms of
discrete technologies. In MERGE, technologicalriovements are captured by allowing
for the introduction of more advanced technologiefsiture periods; in MiniCAM, the
cost and performance of technologies are assumietprove over time and new
technologies become available in the future. Sindifferences among the models hold
for other conversion technologies, such as coafigaison or liquefaction or liquids

from biomass.

The entry into the market of new sources and teegls of production by region are
determined endogenously in all three models anérmt&pn the relative costs of supply.
It should be emphasized that the models do noiattplrepresent the research and
development (R&D) process and how it leads to teethchange through, for example,
public and private R&D, spillovers from innovationother economic sectors, and
learning-by-doing. A number of recent efforts h&deen made to incorporate such
processes and their effects as an endogenous cempafmodeling exercises.
However, generally these studies have not beeneapal models of the complexity
needed to meet the requirements of this scenaoitupt.

Because of the differences in structure among thresiels, there is no simple
technology-by-technology comparison of performasice cost across particular sources
of supply or technical options. Not only do speaifions differ somewhat in the base
year, but costs and performance evolve over tintffarent ways, for example, because
of changes in input prices in the IGSM model orgammus assumptions about
technological progress in MERGE or MiniCAM.

The influence of differing technology specificatsoand assumptions is evident in the
results shown in Chapters 3 and 4, with severthese features being particularly
notable. In the absence of any greenhouse gasypoibtor fuel is drawn ever more
heavily from high-emitting sources—for example,foillm shale comes in under IGSM’s
resource and technology assumptions, but liqumis ftoal enter in MERGE and
MiniCAM. When stabilization conditions are imposatl models show carbon capture
and storage taking a key role over the study perMdclear power contributes heavily in
MERGE and in MiniCAM, whereas the potential roletlois technology is overridden in
the IGSM results by a scenario assumption of mpalitiestraints on expansion. Finally,
although differences in emissions in the no-poficgnario contribute to variation in the
projected difficulty of achieving stabilization tatnative assumptions about rates of
technical change in supply technologies also plpsoaninent role.

2.2.6. Land Useand Land Use Change

The models used in this study were developed ailyinvith a focus on energy and
fossil carbon emissions. The integration of theetgrial biosphere, including human
activity, into the climate system is less highlyweeped. Each model represents the
global carbon cycle, including exchanges with ttreasphere of natural vegetation and
soils, the effects of human land-use and respdonseasrbon policy, and feedbacks to
global climate. But none represents all of thesssjble responses and interactions, and
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the level of detail varies substantially amongrimdels. For example, they differ in the
handling of natural vegetation and soils and inrtfesponses to C{roncentration and
changed climate. Furthermore, land-use practegs, (ow- or no-till agriculture, or
biomass production) and changes in land use @fgrestation, reforestation, or
deforestation) that influence GHG emissions ands#gpiestration of carbon in terrestrial
systems are handled at different levels of defaileed, improved two-way linking of
global economic and climate analysis with modelplofsical land use (land use
responding to climate and economic pressures aokihtate response changes in the
terrestrial biosphere) is the subject of ongoirggeech in these modeling groups.

In IGSM, land is an input to agriculture, biomassduction, and wind/solar energy
production. Agriculture is a single sector thagegates crops, livestock, and forestry.
Biomass energy production is modeled as a sepseater, which competes with
agriculture for land. Markets for agricultural gtsoand biomass energy are international,
and demand for these products determines the gfriesad in each region and its
allocation among uses. In other sectors, retuwrrspital include returns to land, but the
land component is not explicitly identified. Antipogenic emissions of GHGs
(importantly including CHand NO) are estimated within the IGSM model as functions
of agricultural activity and assumed levels of toap deforestation. The response of
terrestrial vegetation and soils to climate chaage CQ increase is captured in the
Earth system component of the model, which provaddstailed treatment of
biogeochemical and land-surface properties of $éeg systems. However, the
biogeography of natural ecosystems and human asgsms unchanged over the
simulation period, with the area of cropland fixedhe pattern of the early 1990s. By
this procedure, the emissions associated with dsfation are included in the year the
clearing occurs, but the associated land use isaroécted to reflect the replacement
activity. IGSM does not simulate carbon; pricetndd changes in carbon sequestration
(e.g., reforestation, tillage) and change amond-ase types in EPPA is not fed to the
terrestrial biosphere component of the IGSM.

The version of MERGE used here incorporates a aktgirestrial biosphere across all
scenarios. That is, it is assumed that the nete@€hange with the atmosphere by
natural ecosystems and managed systems—the latteding agriculture, deforestation,
afforestation, reforestation and other land-usexgha—sums to zero.

MiniCAM includes a model that allocates the landaain a region among various
components of human use and unmanaged land—witigekan allocation over time in
relation to income, technology and prices—and estithe resulting G&missions (or
sinks) that result. Land conditions and associataeisions are parameterized for a set
of regional sub-aggregates. The supply of prinaapycultural production (four food
crop types, pasture, wood, and commercial biomassinulated regionally with
competition for a finite land resource based onaverage profit rate for each good
potentially produced in a region. In stabilizatesenarios, the value of carbon stored in
the land is added to this profit, based on theay@icarbon content of different land uses
in each region. This allows carbon mitigation pi@s to explicitly extend into land and
agricultural markets. The model is solved by d¢tepa global market for primary
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agricultural goods and regional markets for pastliee biomass market is cleared with
demand for biomass from the energy component ofnth@el. Exogenous assumptions
are made for the rate of intrinsic increase in@gtural productivity although net
productivity can decrease in the case of expar@i@gricultural lands into less
productive areas (Sands and Leimbach 2003). Ungeahand can be converted to
agro-forestry, which in general results in net;@missions from tropical regions in the
early decades. Emissions of non-G&HGs are tied to relevant drivers, for example,
with CH, from ruminant animals related to beef productidhiniCAM thus treats the
effects on carbon emissions of gross changes thdaa (e.g., from forests to biomass
production) using an average emission factor fehswonversion. The pricing of carbon
stocks in the model provides a counterbalancedeasing demand for biomass crops in
stabilization scenarios.

2.27. Emissions of CO, and Non-CO, Greenhouse Gases

In all three models, the main source of &issions is fossil fuel combustion, which is
computed on the basis of the carbon content of eatite underlying resources: oil,
natural gas, and coal. Special adjustments are moagccount for emissions associated
with the additional processing required to coneedl, tar sands, and shale sources into
products equivalent to those from conventional Qther industrial C@emissions also
are included, primarily from cement production.

As required for this study, all three models alsdude representations of emissions and
abatement of Cl N,O, HFCs, PFCs, and $fplus other substances not considered in
this study). The models use somewhat different@aahes to represent abatement of the
non-CQ GHGs. The IGSM includes the emissions and abatepussibilities directly in
the production functions of the sectors that aspoasible for emissions of the different
gases. Abatement possibilities are representediibstitution elasticities (i.e., the degree
to which one factor of production can be substddte another) in a nested structure that
encompasses gas emissions and other inputs, berkata reflect bottom-up studies of
abatement potential. This construction is paratiehe representation of fossil fuels in
production functions, where abatement potentialrislarly represented by the
substitution elasticity between fossil fuels anldentinputs, with the specific set of
substitutions governed by the nest structure. Abate opportunities vary by sector and
region.

In MERGE, methane emissions from natural gas usdéeat directly to the level of
natural gas consumption, with the emissions rateedsing over time to represent
reduced leakage during the transportation procssi-energy sources of GH\,0O,

HFCs, PFCs, and Skare based largely on the guidelines provided byghergy

Modeling Forum (EMF) Study No. 21 on Multi-Gas Migition and Climate Change
(Weyant and de la Chesnaye 2005). The EMF develbpseline projections from 2000
through 2020. For all gases buiONand CQ, the baseline for beyond 2020 was derived
by extrapolation of these estimates. Abatemerttfoostions for these two gases are
also based on EMF 21, which provided estimateh@fbatement potential for each gas
in each of 11 cost categories in 2010. These af@tecost curves are directly
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incorporated in the model and extrapolated aftdl0Z0llowing the baseline. There is
also an allowance for technical advances in abatemesr time.

MiniCAM calculates emissions of GHN,O, and seven categories of industrial sources
for HFCFCs, HFCs, PFCs, andg3plus other substances not considered in this/stud
Emissions are determined for over 30 sectors, dietufossil fuel production,
transformation, and combustion; industrial proceskad use and land-use change; and
urban emissions. For details, see Smith (2005)Sanih and Wigley (2006). Emissions
are proportional to driving factors appropriate éach sector, with emissions factors in
many sectors decreasing over time according to@me-driven logistic formulation.
Marginal abatement cost (MAC) curves from the EMFeXercise are applied, including
shifts in the curves for methane due to changesiaral gas prices. Any “below zero”
reductions in MAC curves are assumed to applyeévréference scenario.

2.3. Earth Systems Component

The earth system components of the models servempute the response of the
atmosphere, ocean, and terrestrial biosphere teseanis and increasing concentrations
of GHGs and other substances. Representatioresé throcesses, including the carbon
cycle (see Box 2.2), is necessary to determineseoms paths consistent with
stabilization because these systems determine ¢tragvdach of these substances remains
in the atmosphere and how it interacts in the micatibn of the Earth’s radiation
balance. Each of the models includes such physleahical-biological components, but
differs from the other models in the level of deilacorporated. The most elaborated
Earth system components are found in the IGSM (Bolket al. 2005), which falls in a
class of models classified aarth System Mdels of htermediate @mplexity, or

EMICs (Claussen et al. 2002) These are modeldahdtetween the full three-
dimensional atmosphere-ocean general circulationets AOGCMs) and energy
balance models with a box model of the carbon cy€lee Earth system components of
MERGE and MiniCAM fall in the class of energy batafcarbon cycle box models.
Table 2.1 shows how each of the models treat @iffecomponents of the Earth systems.

--- BOX 2.2: THE CARBON CYCLE ---

Although an approximate atmospheric “lifetime” @rsetimes calculated for GQthe

term is potentially misleading because it impliesttCQ put into the atmosphere by
human activity always declines over time by sonablstprocess, such as that associated
with radioactive materials. In fact, the calcutht®ncentration of C&s not related to

any mechanism of destruction, or even to the lenfthme an individual molecule

spends in the atmosphere, because i€©onstantly exchanged between the atmosphere
and the surface layer of the ocean and with veigaetainstead, it is more appropriate to
think about how the quantity of carbon that thetiEaontains is partitioned between
stocks of in-ground fossil resources, the atmospfreainly as C¢), surface vegetation
and soils, and the surface and deep layers ofdbamo When stored G@ released into
the atmosphere, either from fossil or terrestralrses, atmospheric concentrations
increase, leading to disequilibrium with the ocesmd more carbon is taken up than is
cycled back. For land processes, vegetation gravéy be enhanced by increases in
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atmospheric C@ and this change could augment the stock of cairbgagetation and
soils. As a result of the ocean and terrestritdkg only about half of the carbon
currently emitted remains in the atmosphere. Bigtlarge removal only occurs because
current levels of emissions lead to substantiaqlidibrium between atmosphere and
ocean. Lower emissions would lead to less upt@&katmospheric concentrations come
into balance with the ocean and interact with #reestrial system. Rising temperatures
themselves will reduce uptake by the ocean, anldafidct terrestrial vegetation uptake,
processes that the models in this study variowglyesent.

An important policy implication of these carbon-&y/processes as they affect
stabilization scenarios is that stabilization ofi€sions at anything like today’s level will
not lead to stabilization of atmospheric concerdrat. CQ concentrations were
increasing in the 1990s at just over 3 ppmv per,\@aannual increase of 0.8 percent.
Thus, even if societies were able to stabilize siois at current levels, atmospheric
concentrations of CQwould continue to rise. As long as emissions egddée rate of
uptake, even very stringent abatement will onlywslbe rate of increase.

--- END BOX ---

The IGSM has explicit spatial detail, resolving #imosphere into multiple layers and by
latitude, and includes a terrestrial vegetation eh@dth multiple vegetation types that

are also spatially resolved. A version of the IG&Nh a full three-dimensional ocean
model was used for this study, and it includes temrafure dependent uptake of carbon.
The IGSM models atmospheric chemistry, resolvedusgply for urban (i.e., heavily
polluted) and background conditions. Processdsbae carbon into or out of the
ocean and vegetation are modeled explicitly. G886 models natural emissions of
CH4 and NO, which are weather/climate-dependent. The miodkides a radiation

code that computes the net effect of atmosphenceamtrations of the GHGs studied in
the scenarios considered below. Also includediéngiobal forcing is the effect of
changing ozone levels, which result from proje@gdssions of methane and non-GHGs,
such as NQand volatile organic hydrocarbons.

MERGE's physical Earth system component is embedudéte intertemporal

optimization framework, thus allowing solution af aptimal allocation of resources
through time, accounting for damages related toatié change, or optimizing the
allocation of resources with regard to other caists such as concentrations,
temperature, or radiative forcing. In this stuttg second of these capabilities is applied,
with a constraint on radiative forcing (see ChagerIn contrast, the IGSM and

MiniCAM Earth system models are driven by emissiaasimulated by the economic
components. In that regard, they are simulatiatiger than optimization models.

The carbon cycle in MERGE relates emissions to eotrations using a convolution
ocean carbon-cycle model and assuming a neutrspbére (i.e., no net G@xchange).
It is a reduced-form carbon cycle model developethier-Reimer and Hasselmann
(1987). Carbon emissions are divided into fivessts, each with different atmospheric
lifetimes. The behavior of the model compares falty with atmospheric
concentrations provided in the IPCC’s Third AssemsiniReport (2001) when the same
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SRES scenarios of emissions are simulated in thegeh{dlakicenovic et al. 2000).
MERGE models the radiative effects of GHGs usirgti@ships consistent with
summaries by the IPCC, and applies the median aldarsing from Wigley and Raper
(2001). The aggregate effect is obtained by sumriiagadiative forcing effect of each
gas.

MiniCAM uses the MAGICC model (Wigley and Raper 20Q002) as its biophysical
component. MAGICC is an energy-balance climate ehtitht simulates the energy
inputs and outputs of key components of the clinsgigem (sun, atmosphere, land
surface, ocean) with parameterizations of dynamocgsses such as ocean circulations.
It operates by taking anthropogenic emissions fileenother MiniCAM components,
converting these to global average concentratifmmggaseous emissions), then
determining anthropogenic radiative forcing relatio pre-industrial conditions, and
finally computing global mean temperature changiése carbon cycle is modeled with
both terrestrial and ocean components: the telaeéstbmponent includes GO

fertilization and temperature feedbacks; the oa@amponent is a modified version of the
Maier-Reimer and Hasselmann (1987) model thatialdades temperature effects on
COyuptake. Net land-use change emissions from thé\N's land-use change
component are fed into MAGICC so that the globaboa cycle is consistent with the
amount of natural vegetation. Reactive gaseslagidinteractions are modeled on a
global-mean basis using equations derived fromltestiglobal atmospheric chemistry
models (Wigley and Raper 2002).

In MiniCAM, global mean radiative forcing for GOCH,, and NO are determined from
GHG concentrations using analytic approximatioRercings for other GHGs are taken
to be proportional to concentrations. Forcingsa@rosols (for sulfur dioxide and for
black and organic carbon) are taken to be propmatito emissions. Indirect forcing
effects, such as the effect of £bh stratospheric water vapor, are also includenen
radiative forcing, global mean temperature chargesietermined by a multiple box
model with an upwelling-diffusion ocean componehhe climate sensitivity is specified
as an exogenous parameter. MAGICC's ability toadpce the global mean
temperature change results of atmosphere-oceamageireulation models has been
demonstrated (Cubasch et al. 2001, Raper and Gregond.).

We note here that while the models are all capabd®mputing climate change effects
these effects not part of the Prospectus and aictzinge variables are not reported in
this study. As noted in Chapter 1 such computatrequire making a suite of
assumptions about interactions between atmospitaeli@tive forcing and climate
systems, most of which remain highly uncertainistheans that the three models
employed in this exercise are not fully closed.tiNew exceptions, these three models
do not include the consequences of such feedb&egtefis temperature on heating and
cooling degree days, local climate change on aljui@l productivity, a CQfertilization
effect on agricultural productivity (though a gfertilization effect is included in the
terrestrial carbon cycle models employed by IGSM BiniCAM), climate effects of
water availability for applications ranging fromoprgrowing to power plant cooling. We
leave such improvements to future research.
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Table2.1 Characteristics of the Integrated Assessment M odels

Feature IGSM & EPPA MiniCAM MERGE
economics component
Regions 16 14 9
Time Horizon, Time Steps| 2100, 5-year steps 2095ehr steps 2200, 10-year steps

Model Structure

General Equilibrium

Partial Equilibm

General Equilibrium

Solution

Recursive Dynamic

Recursive Dynamic

Ireiemporal
Optimization

Final Energy Demand
Sectors in Each Region

Households, private
transportation, commercial
transportation, service
sector, agriculture, energy
intensive industries, other
industry

Buildings, transportation,
industry (including
agriculture)

A single non-energy
production sector

Capital Turnover

Five vintages of capital
with a depreciation rate

Vintages with constant
deprecation rate for all
electricity-sector capital,
capital structure not
explicitly modeled in other|
sectors

A “putty clay” approach
wherein the input-output
coefficients for each
cohort are optimally
adjusted to the future
trajectory of prices at the
time of investment

Goods in International
Trade

All energy and non-energy
goods, emissions permits

Qil, coal, natural gas,
biomass, agricultural
goods, emissions permits

Energy, energy intensive
industry goods, emissions
permits, representative
tradeable good.

Emissions C@ CH,, N,O, HFCs, CO,, CH,, N,O, CO, NO¥, | CO,, CH,;, NL,O, long-lived
PFCs, Sk CO, NOx, SO, NMVOCs, BC, OC, F-gases, short-lived F-
SOx, NMVOCs, BC, OC, | HFC245fa, HFC134a, gases, SOx
NH3 HFC125, HFC143a, SF
C,Fs, CRy
Land use Agriculture (crops, Agriculture (crops, Reduced-form emissions
livestock, forests), biomass pasture, forests) & from land-use. No explicit
land use, land use for biomass land use and land use sector. Assume
wind/solar unmanaged land. The no net terrestrial emissions
agriculture-land-use of CO,
module directly
determines land-use
change emissions and
terrestrial carbon stocks.
Population Exogenous Exogenous Exogenous
GDP Growth Exogenous productivity | Exogenous productivity Exogenous productivity

growth assumptions for
labor, energy, land;
exogenous labor force
growth determined from
population growth;
endogenous capital growth
through savings and
investment

growth assumptions for
labor; exogenous labor
force growth based on
population demographics

growth assumptions for
labor, energy; exogenous
labor force growth
determined from
population growth;
endogenous capital growth
through savings and
investment

Energy Efficiency Change

Exogenous

Exogenous

Ptiopat the rate of
GDP growth in each
region
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Energy Resources

Qil (including tar sands)
shale oil, gas, coal,
wind/solar, land (biomass
hydro, nuclear fuel

Conventional oil,
unconventional oll
(including tar sands and
shale oil), gas, coal, wind,
solar, biomass
(waste/residues, & crops),
hydro, nuclear fuel
including a full
representation of the
nuclear fuel cycle.

Conventional oil,
unconventional oil (coal-
based synthetics, tar sang
and shale oil), gas, coal,
wind, solar, biomass,
hydro, nuclear fuel

Electricity Technologies

Conventional fossil (coal
gas, oil); nuclear, hydro,
natural gas combined
cycle w/ & w/o capture,
integrated coal gasification)
with capture, wind/solar,
biomass

Conventional fossil (coal,
gas, oil) w/ & w/o capture;
IGCCs w/ & w/o capture;
natural gas combined
cycle (NGCC) w/ & w/o
capture; Gen Il, lll, and IV
reactors and associated
fuel cycles, hydro, wind,
solar, biomass (traditional
& modern commercial)

Conventional fossil (coal,
gas, oil); nuclear, hydro,
natural gas combined
cycle integrated coal
gasification with capture,
wind, solar, biomass, fuel
cells

Conversion Technologies

Qil refining, coal
gasification, bio-liquids

Qil refining, natural gas
processing, natural gas to
liquids conversion, coal,
and biomass conversion, 1
synthetic liquids and
gases. Hydrogen
production using liquids,
natural gas, coal, biomass
electrolysis including
direct production from
wind and solar, and
nuclear thermal
conversion.

Qil refining, coal

gasification and

liquefaction, bio-liquids,
D electrolysis

Atmosphere- Ocean

2-Dimensional
Atmosphere w/ a 3
Dimensional Ocean
General Circulation
Model, resolved at 20
minute time steps, 4°
latitude, 4 surface types,
12 vertical layers in the
atmosphere.

Global multi-box energy
balance model with
upwelling-diffusion ocean
heat transport.

Parameterized ocean
thermal lag.

Carbon Cycle

Biogeochemical models
terrestrial and ocean
processes, depend on
climate/atmospheric
conditions with 35
terrestrial ecosystem type

f Globally balanced carbon-
cycle with separate ocean
and terrestrial component
with terrestrial response tg
land-use changes

Convolution ocean carbon
cycle model assuming a
, heutral biosphere

Natural Emissions

CKIN,O,weather/climate
dependent as part of
biogeochemical process
models

Fixed natural emissions
over time

Fixed natural emissions
over time

Atmospheric fate of
GHGs, pollutants

Process models of
atmospheric chemistry
resolved for urban &
background conditions

Reduced form models for
reactive gases and their
interactions

Single box models with
fixed decay rates. No
consideration of reactive
gases

Radiation Code

Radiation code accountif
for all significant GHGs
and aerosols

gReduced form, top of the
atmosphere forcing
including indirect forcing
effects

Reduced form, top of the
atmosphere forcing
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